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C}-UiPTER I 

INTRODUCTION 

The problem. Very early in his training, the student of mathe­

matics is confronted with the problem of malting a graph to represent a 

relationship between ~~o variables. As there is a one-to-one corre­

spondence betHeen the real numbers and the points on a bne, one a.."'\:is 

is usually used for one variable and another for the other. Then points 

on one line map to points of the other according to the relation defined 

betHeen the two variables. Thus, if the variables are x and y and the 

relation is 

y= x2, 

the point 2 on x maps to 4 on y, -3 to 9, Vi5 to 15, and so on. This 

ldnd of model is not satisfactory for conveying some information about 

the behavior of the relation. For if x is allowed to range over the 

whole line, y will range over the half line consisting of the points 

corresponding to 

y =:: O. 

Noreover, any point on the second line is the map of two points of the 

first line. 

Now if the t!fO lines are set at right angles, a plane is deter­

m:ined, called a Cartesian plane after Rene Descartes, and the corre­

spondence of variables in a relation is represented by points of the 

plane identified by ordered n"U.'11ber pairs. Hhen all points satisfying 

the relation have been located, the result is the graph of the relation. 
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Thus the graph is a subset of R. X R lThere R is the set of real n1mbers. 

For most purposes, this graph is ideal. It satisfies most of the things 

for Hilich a graph is desired. It "ill exhibit zeros of a function, "ShOH 

simultaneous solutions to "biw equations, ex.."i1ibit critical points, repre­

sent the rate of increase or decrease in a function, and it can be used 

to exhibit such things as the trigonometric functions. 

This thesis is concerned Hith HayS of exhibiting some of tr.e above 

mentioned things for lrhich a graph is used w'hen the replacement set for 

the vaxiables in the relation to be graphed is the set of conple.."'C numbers. 

The usual representation of a complex number is not a point on a 

line, but rather a point on a plane, where one axis is real and the 

other :imaginary. If R represents the set of all real numbers and I the 

set of real coefficients of all :imaginary numbers, then the set of 

ordered number pairs R X I represents the set of all complex numbers. 

Given a complex variable z and another complex variable w, it is desired 

to make a graphical representation of a relation betlfeen these tlfO vari­

ables. As i.Tl the first paragraph, "here a mapping 1\Tas considered '00­

u-reen tlvo lines, here a mapping may be considered betl.veen t,1"w planes. 

If the relation is 

,\I' = z2, 

the point (2,0) on the z-plane maps to (4,0) on the 1-T-pl~"1e, (0,3) maps 

to (-9,0), (3,2) maps to (5,12), and so on. As z varies over all of 

its plane, w ranges over all of its plane. Just as "Was true for real 

variables, this is not entixely satisfactory for getting an over-all 

view of the relation. 
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Proceeding in a m~~er similar to what was done before, let the 

two planes be placed at right angles to one another, with each of the 

a'{es vertical to each of the other axes. Here is where the problem 

arises. There are now four axes, each to be perpendicular to the other 

three. The requirement for this, in a straight forward approach, is a 

four dimensional space, and this does not appear to be available. 

No method has been found vrhich does as adequate a job of sho';'l"ing 

the relation bet"reen U'lO complex variables as simply as the Cartesian 

gTaph for real variables. lfuile a number of graphical methods have 

been suggested, the degree of success each has attained in a complete 

repreS6.11tat.ion is usually dependent on the amount of elaboration in a 

given method, Which, in turn, results in a decrease in simplicity, with 

a correspond:ing decrease of intuitive uno.erstanding. 

Forsyth groups the :Unportant methods in three categories 

[4, p. 5J. In the first, a four-d:Unensional space is used with the four 

axes each perpendicular to the others. The second method uses a line, 

curved or straight, the vrhole line or SOIT'.et::i.mes a segment of it, as 

representing the two variables simultaneously. The third procedure is 

for each variable to be associated 1.-J'ith a point in a plane, or in U'lO 

different planes, such that the two points represent the tt-70 variables 

s:ilnulta.'1eously• 

Organization of the thesis. No single method of representation 

of points is used exclusively i..'1 this thesis. Rather, several of the 

basic applications of graphs are considered, and ivays are Sh01'ffi of 

exhibiting those characteristics of graphs relating to that particular 
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application. Following a brief historJ of the problem in Chapter II, 

methods of shoHing the roots of a polynomial equation in one variable 

are considered in Chapter III. Graphically, this is generally done by 

setting the polynomial function equal to a second variable, graphing 

the resulting curve, and noting the points Hhere the second variable 

is zero. Chapter IV is concerned 1-dth the simultaneous solution of VNO 

equations in tHO variables, accomplished graphically by identifyjng the 

poL~ts of intersection of the curves representing the two equations. 

T:1e thli'd application, Chapter V, is some of the topics considered in 

Hork 'idth the circle, :including tangents to the circle, the radical 

a.xis to t\'lO circles, and the definitions of the circular (trigonometric) 

functions, and their relation to the hyperbolic functions. Chapter VI 

investigates the derivative of a function, to see wr~t relevance this 

has to the graph of the function. A summary of the developments of the 

thesis is given in Chapter VII. 

\ 
./ 

Definitions. There are a fe"l terms 1-lhose definitions are needed 

in order to understand their use in this thesis. They are given here. 

a 

Complex number. A complex number is any number of the form 

+ bi i>J'here a and b are real numbers a.'1d i 2 = -1. 

Absolute value of ~ complex number. 

complex nU'1lOer a + bi is Va2 + '02 • 

The absolute value of a 

Ideal point. An ideal point is a point at infinity, added to 

a l:L'1e or plane so that it is not necessary to state except,ions to 

certain theorams. 
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Asymptote. An asymptote to a curve is a line which intersects 

the curve at an ideal PO:1..1'1t. 

Lllaginary number. An imaginary number is a complex nU:'Tlber Hhose 

real part is zero (a = 0). 

Sunplementary. A supplementary is the total of those points of 

a graph for which one or both of the co-ordinates is complex. 



CEAPTER II 

HISTORY OF GRAPHS USING Ca~PLEX ~~1BERS 

It took mathematicians centuries to recognize the existence of 

negative numbers, partially because of their inability to accept a lllie 

as having negative length. It took longer to admit to imaginary and 

complex numbers, the very name imag:lnary being a witness to this. 

H01-leVer, since in the solution of quadratic equations, solutions in­

volving the square roots of negative numbers were often obtained, mathe­

maticians were forced to accept such results as numbers, and they began 

to provide ways to represent such entities. The history given here is 

divided :into tuo parts, the first be:ing concerned .lith the representa­

tion of a single complex number, and the second the graph of a relation 

bet',.,reen two complex variables. 

Representing complex numbers. The first known attempt to make 

a representation of complex numbers was JOM liallis in his Algebra, 

published in 1685 [2, p. 13J. He gives some ingenious arguments for 

the existence of complex numbers, and gives many examples of dralnngs 

suggested by quadratic equations Hhose roots are complex. He did not 

have a general method of representing complex values of a given 

variable. 

There seems to have been no further 1-lork with the geometrical 

representation of complex numbers for over sixty years until Heinrich 

Kuhn, challenged to the problem by Euler's :invitation for him to cube 

-1 ± ~, published a book on the subject :in 1753 [2, p. 16J. 



Actually, his methods vlere more primitive than those of Hallis, and he 

presented no progress t01vards an ultiJnate solution. 

Caspar Wessel, an obscure NO~fegian surveyor, had a paper pub­

lished by the Royal Danish Academy in 1799 that might have given an 

acceptable general geometrical method much earlier had it becom2 widely 

knmvn. Instead, it was nearly one hu.'YJ.dred years before the Hork "I-ras 

really discovered. He used a vector approach in which each vector, 

radiating from a common origin, had real and imaginary cQ.vnponents. 

l'1hile his Hork Has aHaiting its time of discovery, several other men 

achieved nearly identical results. Jea.l"'1 Robert Argand, with some advice 

from Legendre, used imaginary numbers as the mean proportional of a 

positive and a negative number, vdth the real numbers represented on 

horizontally directed lines, and the mean proportionals directed verti­

cally. His work ~vas published in 1806 [2, p. 26J. c.V. Nourey and the 

Rev. John Harren, both ~vriting :in 1828, also conceived of imaginar"J 

numbers as vectors, and placed them in vertical directions "Ivith real 

numbers as vectors in horizontal positions [2, p. 27J. 

It 'tvas Gauss, in 1831, who contributed the method of representa­

tion of complex numbers in use today [2, p. 28J. He is responsible for 

considering the points 1, i, -1, and -i as points on a plane :in four 

different unit directions from the origin, rather than the vector quan­

tities t:nat had been previously used. This is the classical represen­

tation that has become the standard means of graphing complex numbers, 

and ",hile other methods have since been pursued, none has met with the 

standard of completeness and simplicity as this standard model. 
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The only thing lacking in the Gauss representation is the infi­

nite domain. For the correspondence betHeen the complex numbers and 

the plane to be co.rnplete, the entire infinite domain of the plaJle con­

sists of exactly one point, a concept that is not immediately intuitive 

[1, p. 71J. 

Of those attempts to ~urtlwr refine methods of representation, 

the most important is an application of the principle of duality by 

representing a complex point by a real line in the plane. 

The graph of the relation ~ tITO variables. Jean Victor Poncelet 

first published his classic work, Traite des proprietes projectives des 

figures, in 1822. He Was able to show, if the equation of a conic is 

of the form 

~2 y2 
... 2 =1 

a 2 - b 

any point P on the x-axis will have ordinates of length 

y = E.~+(a2 -x2). 
a -

Ii' P is :in the interior of the conic, the ordinate length is a real 

number, but if P is in the exterior of the conic, y l·rill be :iJnag:inary. 

The segment join:ing the t,w points of the conic in the latter case is 

called an ideal chord. The locus of all of the po:illts With imaginary 

ordinates is called the supplementary to the conic, and has the equation 

2 x - y2 = 1 [2, p-p. 68-69J.
;:2 + b2 

In 1839, the English matha~atician Gregory started a more com­

plicated line of thought by using a surface :in space to represent a 

curve [2, p. 70]. He located po:illts of the graph of the equation 
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f(Z5U) := 0, Z ::; x -+- jy, w '= u + iv 

by VIIO perpendicular complex planes. If a poir.t (x,y) is located in 

the z-p1ane by the Gauss scheme, the lv-plaTJ.e is then established passing 

through the orig:in of the z-plane and perpendicular to the line passing 

through the origin and the point (x,y). The origin of each plane is the 

same po:int. The real axis u of the Vl-p1ane is normal to the z-plane, 

Hhile the imagina~J axis v lies in the z-plane. The po:int (u,v) corre­

sponding to (x,y) is then located in the H-plane, a line is draHn join­

ing (x,y) to (u,v), and then the origin is projected norrna1 to tr~s 

line. Thi s gives the point (z ,,\'1) • 

A someHhat simpler approach .las taJcen by 1flalton in 1852 

[2, p. 71J. He represented the point (z,w), where 

z = a +- bi and H = C +di 

:in a three-space using axes X, Y, and Z. The point 1vas represented by 

the ordered number triple eX,Y,Z) Hhere 

X = a, Y = c, and Z = b + d. 

In 1878, Appell used an approach simildr to that of Halton, 

except instead of z = b + d, he used z = !\.jb2 + d2 [2, p. 72J. This 

bas a great detraction in that a complex point and its conjugate are 

indistinguishable. In 1933, h01'1'eVer, J abnke and Erode, in their bilin­

gual book, Tables of Functions ~ Fornrulas and Curves, in Hhich are 

found many tables for use in higher mathematics not normally found :in 

books of tables, make use of Appell I s method and have made rather e1ab­

orate graphs of a number of functions which they call the relief of the 

function [9, p. IX}. 
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In 1869, Sophus Lie devised a method of representing the points 

of a curve by the use of the real points m a three-space. The point 

(a + bi, c +di) was represented by the real point (x,y,z) Hhere 

x = a, y = b, z = c, 

to w~~ch is attached a weight d. Thus he had a correspondence of com­

plex non-weighted points of the plane Hith '",eighted real points of 

space [2, p. 104J. 

It has already been mentioned that a line was sometimes used to 

represent a complex number. Weierstrass, in 1892, and Van Uven, in 

1911, used real lines to show the relation between two complex vari­

ables. They graphed the point (a + ib, c + id) by a real line lying in 

a three-space. The pomt a + ib Has graphed as (a,b,O), 1-1hi.le c +id 

was placed at (c,d,k), w~~re k was some arbitrary constant. The line 

joining these two points represented the complex point [2, pp. 80-81J. 

Henschell, in 1892, and Vivanti, in 1895, also proposed to repre­

sent points of a curve by lines in space, their methods becoming quite 

involved, using spheres and stereographic projections [2, p. 82J. In 

1948, Laird used Plucker's line coordinates to set up a one-to-one 

corre spondence between the complex points and real line s in space 

[10, p. 40J. 

This survey of some of the developers of representative proce­

dures for graphing complex points and curves using complex variables 

is certainly not complete. Hany other mathematicians have worked on 

it. Some of them, like the Abbe Buee [2, p. 24J and Bjerknes [2, p. 74J, 

presented methods inferior to what had been already developed. others, 
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such as Laguerre [2, p. 8s], Paulus [2, p. 76], and Harie [2, p. 70J, 

presented some tremendous strides in developing and improving previous 

Hark. Hiemann, by introducing the idea of Riemar.n surfaces, "HaS able 

to provide a method of gi\ri~g a single value to 11 in functions such as 

"r = zl/n, 

n a natural number, where pre\~ously multiple values existed L~ the 

u-plane [1, p. 275']. 1Qein used the complex tangents to the curve rather 

than the curve itself, incorporating Riemann surfaces in his lJOrk 

[2, p. 83J. The Von Staudt theory defines a conrplex point as Ilan ellip­

tic involution on a line, together with a sense of description for that 

line ll L?, p. 23c5]. 

It is hoped that this s~~J gives some idea of the importance 

t~2t has been attached to the probl~n of representing complex numbers 

and graphing relations involVing complex variables by some of the great 

mathematicians of history. No method has yet been given that includes 

the completeness, simplicity, and intuitiveness of the Cartesian repre­

sentation of real curves. The methods of representation used in this 

thesis Hill try to maintain, as nmch as possible, these attributes, 

using points of Gaussian planes to represent complex numbers VThenever 

this is feasible. 



CHAPTER III 

ROOTS OF A POLTI~~1IAL EQUATION 

One of the most important Uses of graphs of polynomial flli~ctions 

is that of represent:ing the roots of a polynomial equation. If the 

f'tmction 
k 

F(x)= La-nxn, 
1'\:'" 

..;here the an are real, is graphed in the usual manner using Cartesian 

co-ordinates, all real roots of the equation 

F(x) = 0 

become readily available as the abscissas of the points of intersection 

of the curve and the x-axis. NOlv it is well-lmmm that a polynomial 

equation of the form F(x) = 0 will have k roots. If the graph of 

y = F(x) does not indicate all k of the roots, then the ones remaining 

must be complex. This chapter is concerned with methods of indicating 

these complex roots by the use of graphs. 

l1ethods ££ representation. There are basically two lvayS in lvhich 

complex roots may be demonstrated. The first method makes use of the 

fact that the real curve y = F(x), while not indicating the roots 

directly, has certain characteristics determined by them. The other 

procedure is a direct representation sho..ling real roots as the points 

of intersection of the curve y ::: F(x) with the x-axis, while complex 

roots are indicated by the intersection of the curve ivith the complex 

x-plane. In the latter case, the variables z and w are used instead of 

x and y, respectively. 
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~~ plane. The first method considered is a '!'lay of fmd:i.ng 

the roots of a quadratic equation in x, making use of a s:ingle plane 

serving a Qual purpose. The plane is first considered as real, but 

I'Then the roots of the quadratic are complex, then, after the procedures 

described belmT are completed, the same plane is taken as a complex 

plane D, p. 130]. 

In order to f:ind the roots of a quadratic equation of the form 

F(x) = 0, graph y = F(x) on the real plane in the usual manner, such 

as :in Figure 1. ~'fuen the parabola does not :intersect the x-axis, the 

roots of the equation are comple..",::. To identify the roots on the graph, 

first dral-l the axis of the parabola, l:L"1e AB in Figure l(a). From the 

poin.t C, "There Jill cuts the x-axis, dravr the tHO tane;ents to the curve, 

determi.n:ing points TJ. and T2 as the points of tangency. Drau line TJ.T2 

cutting the axis AJ3 in a po:int. Call this point D. Then mark off the 

length T:I.D on AB on either side of C, locat:ing points P and Q. If the 

plane is now considered as a complex plane, the co-ordinates of P and Q 

are the desired roots. 

Proof: It is first necessary to find the equations of the 

tangent lines C1'I and CT2 of Figure l( a). The parabola formed from 

tr£ general quadratic, 

y:: ax2 -I- bx: + c (1) 

1v.i.ll have an axis passing verticaJJ.y through its vertex. The vertex 

is the point "There x:lC -b/2a, Hhich provides that the po:int C will 

have co-ord:inates (-b/2a,0). Thus the equation of the set of li.."""..es 

passing through C is 
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y= m(x -+- b/2a) (2) 

Vlhere m is the slope of a l:ine. In equations (1) and (2), substitution 

to eliminate y gives 

. (3)ax2 ~ (b - m)x t (c - mb/2a) -== O. 

The solution of (3) for x will give the abscissas of the points of 

intersection of (1) and (2). If a line of (2) is to be tangent to the 

curve, the roots of 0) must be real and equal. Thus 

(b - m) 2 - hac + 2mb = O. 

Solving this for m, the slope of the tangent line is 

2ax + b= + V'4ac - b 2• 

Solving this for x, 

x = -b ± Vhac - b 2 • 
2a 

This indicates the points Tl and T2 have abscissas ~e - b2/2a units 

on either side of the axis x = -b/2a, that is, the line AB. This dis­

tance corresponds to the real number Hhiel: is the coefficient of i 

given by the quadratic fommla. Thus, 1\Then the distance T1D is marked 

off on A] on either side of C, the result:ing points, P and Q, uhen 

considered as points of a complex plane, correspond to the roots of 

the quadratic equation. This justifies the dual use of the plane. 

! ~ general graphical :interpretation. For the purposes of 

this section, consider the polyn~~l equation 
k 

F(x) = Ia~xn = 0, k ~ 2, ak = 1, 
n.o
 

which has at least one pair of complex· roots, a ~ bi. There is a
 

procedure which Hill indicate the complex roots, a ± bi, on the usual 

real graph. The equation can be ivritten :in the fonn 
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F(x) ~ (x2 - 2ax + a 2 + b2)f(x) = 0, 

Hhere f(x) is a polynomial function of degree n - 2. Here the fai'iQly 

of CLU~8S y = mf(x) is L~troduced, m being a real par~eter. Then roots 

of the polynomial equation F(x) = 0 can be obtaL'"1ed graphically by means 

of the theora'll. 1'ihich follows. 

Theorem: If F(x) = (x2 - 2ax + a2 + b2) f(x), VJhere b =f 0, and 

f(x) is a polYnomial function "t·T.i..th real coefficients, "then there is a 

curve of t:n.e family y ::; mf(x) that is tangent to y = F(x) at a point 

(h,k) on the real pla.Yle, "t'lith a = h 3I1d b = vm [7, p. 238J. 

Proof: 'I\m of the roots of the equation F(x) = 0 are a + bi. 

F(x) ~ 0 and each member of mf(x) = 0 will have n - 2 roots in common. 

Equating the UfO functions, 

(x2 - 2ax + a2 + b2 )f(x) = mf(x). 

Then if f(x) yC 0, 

x 2 - 2a.x + a2 + b 2 - m = 0 •. 

By the quadratic formula, 

x =a ± \1m - b2, 

the values of x being the abscissas of the points of intersec"tion of 

-'ehe t','0 curves. By proper choice of the parameter m, the values of 

Yo can be made to be real, Vlhich puts the intersections on the real 

pla.'1e. The midpoint of the line segment joining the U'10 points of 

intersection has an abscissa a. A vertical line through tras mdpoin"t 

intersects the curve y = F(x) in a point also having abscissa a. }r~~ 

if m is allmved to approach b2 as a limit, the secants j oi.'"1ing the points 

of intersection of y = F(x) and y = mf(x) will approach the tangent to 
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Y :. F(x), at tr~ point where x - a, as a l~~it. Therefore, when m = b2, 

the tHO curves Will be tangent, the point of tangency be:ing the point 

(h, k) of the theora'Tl, and a;;; h and b vm.c; 

The theOrGffi thus having been established, all that remains in 

findi..'1g the comnlex roots a +bi of the polynomial equation F(x) "" 0 is . ­
to determine the value of m making y c F(x) and y = :m:f(x) tangent, and 

to find the abscissa of the pomt of tangency. In order to see ho.,·[ this 

theorem. applies to actual problems, applications are here made to solve 

quadratic and cubic eQuations for complex roots. 

Let the quadratic equation 

x 2 + alx + ao = 0 

have complex roots a ±.bi. Then 

F(x) = x 2 - 2ax + a2 -r b2, 

and 

rn.f(x) :: m. 

\'Jhen y ~ F(x) is g-.caphed, it is a parabola with a vertical a,."'{is. The 

family y ::= :m:f(x) is the set of horizontal l:ines y =- m, "W:i.th one of these 

Imes tangent to the parabola at its vertex. If the parabola has its 

verte.x at (h, k), then a "" h, b -= -...rm. :: V'k, and the roots of the equa­

tion are x :. h :!:. i "\fk. 
As an example of this, consider the equation 

x 2 + 2x + 5 ;;; o. 

The graph of Figure l(b), page 18, is the parabola 

y:;: x 2 + 2x + 5, 

from ,-Thich the co-oru.::inates of the vertex, (-1,4), are obtamed. Hence, 
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m ::: 4, and the roots of the equation are x == -1 + 2i. 

Let the cubic equation 

x3 + a2""'{2 + alx + ao = 0 

have o."'1e real root, r, and uv-o complex roots, a ± bi. From tfl.is 

F(x) = (x2 - 2ax + ~2 + b2)(x - r). 

Then 

mf(x) == m(x - r). 

The fa.'lriJ.y y = m(x - r) is a set of straight lines pass:ing through 

(r,O), and hav:ing slope m. One of the se l:ine s "Hill be tangent to "1:.1':8 

curve y == F(x). The complex roots of F(x) = 0 1v.ill be a ± bi, 1'rhere a 

is the abscissa of the point of tangency, and b is the square root of 

~~ slope of the tangent line. 

For example, consider the graph of 

y :; x3 + 2:{2 - (15/4)x - 17/2, 

ShOl-J"Il :in Figure 2. Then 

F(x) == (x2 + 4x + 17/4) (x - 2), 

and 

mf(x) :=: m(x - 2). 

The curve y == F(x) intersects the x-axis at x :; 2. Any secant line 

is then dravm through (2,0), intersecting y = F(x) i...'1 tHO other poi..'1ts, 

81 and 82. The possible secant lines have the equation y = m(x - 2). 

The midpo:int of chord S182 has an abscissa of -2. The line tangent 

to the curve y = F(x) at x = -2, is Y = 1/4 (x - 2). Then b has the 

value VJ]4; and the requ.:ixed complex roots of F(x) = 0 are 

x = -2 ±1/2 i. 
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Dire,ct representation. The other method of indicat:L'I"lg roots of 

an equation is more direct. For the purposes of this representation, 

H = f(z) is the :functional form used, Hhere z = x + iy and H = u +iv. 

Given arry equat,ion fez) = 0, in w"hich coefficients are real, numbers 

satisi'yjng the equation may be identified directly from the graph of 

the function w = f ( z ) • If the :independent variable is allowed to vary 

over the complex numbers" both variables Hill at t:Llles be complex, and 

each requires a plane for locat:L'I"lg points, making it necess~~ to use 

four d:imensions to obtain a complete graph. The points -where the graph 

and the (x,y) plane :intersect represent the roots of the equation. 

In solving f(z) = 0 by graph:L'I"lg V7 = f( z)" only the three-d:imen­

sional cross-section, in which v = 0, of the four-space is needed, as 

the po:ints where the graph crosses the (x"y) plane will allVays have a 

zero co-ordinate for w. This makes the graph for uhich w is real 1fhile 

z is complex ideal for representing the solution to this kind of prob­

lem [5, p. 410]. 

Consider the l:inear equation w = az + b. The :independ8J.'1t vari­

able z is al101-ied as a domain the entire field of complex numbers. 

Then w w:iJJ. have as a range u +:Lv = (ax + b) + i(ay). If w is to be 

real," then y = O. Thus, all real values of II are in the (x, u) plane, 

and the re sults are the same as in the graph of the function in real 

co-ord:inates. 

To represent roots of the quadratic equation 

az 2 + bz + c = 0, 

graph the function 
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II = az 2 + bz + c. 

H = (ax2 - ay2 + bx + c) + iy(2ax + b). 

to be :'~Gal, then y = 0 or 2ax + b = O. Therefore, the desired 

+	 c consists of 

u = ax2 + me + c, (1) 

the uS'J.a1 real graph of the quadratic equation on the real plane; and 

u = - ay2 - (b2 - 4ac)/4a, (2) 

a parabola lying on the x = -b/2a plane. The curve l,rill :intersect the 

(x,y) plane in U·1O points in ali cases. If the discr:ir.linant, b2 - 4ac, 

is zero, the points are not dist:inct, but are :in all cases Hhere 

b2 - 4ac =F O. Ii' the discrLllinant is positive or zero, the pc;,rabola of 

the equation (1) intersects the x-axis, giving the same results as in 

the ordinary graph in the real plane. Ii' the discri'1linant is negative, 

the Clll"'Ve of the equation (2) intersects tr.e (x,y) plane, yielding two 

complex points. 

As a specific example, consider the function 

w = z2 - 2z + 5. 

Figure 3 sho'tvs that part of the graph for which vr is real, that is, the 

graph whose domain has z = x, and z = 1. + iy. T'ne C"ill"Ve lies on the 

planes y = 0 and x =1, and intersects the (x,y) plane in points corre­

sponding to the roots, z = 1 ±2i, of the quadratic equation 

z2 - 2z +;) = O. 

There is a mecb.anical method for solving any quadratic graphi­

cally us:L."'lg a sir~gle Hell-made graph of the £\met-ion u' =- (Zl) 2 {ll, p. lOBj. 
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This graph Hill consist of points on the (x,u) and (y,u) planes, as 

Sl10vffi in Figure L. To solve az2 + oz + c :: 0, obta:il1 a unit coefficient 

for the z2 term, 

z2 + (blah + cia = O. 

P~duce t~~ function 

u = z2 + E.z + ~ (1)a a 

to 

u t = (zt)2. (2) 

To accomplish this, substitute 

z = Z t - 0/2a 

in (1). This reduces the function H to 

u = (zt)2 _ 02- hac. 
4a2 

Graphically, the substitution translates the a"'Ces 0/2a units alone the 

x-a.."'Cis. Let 

-02 - hac = k. 
4a2 

Then 

u=(zt)2-k 

N'm-r let 

u = u t - k. 

Then 

ut::::; (zt)2. 

The last substitution translates the axes k units along the u-axis. 

The substitutions given result in ~es translations only and have no 

effect on the form of the curve. On the graph of (2) can be found the 

roots desired, by fol101';:1ng tr.rough the translations given. 
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For ex~nple, to solve 

z2 - 2z + :) = 0, 

let 

z = z' + 1. 

The equation thus formed is 

(z,)2+ 4=0. 

Hove -L. u.."r'lits on the u-axis on Figure 4, and read the corresponding 

values of z', z' = + 2i. S:ince z = z t + 1, the desired roots are 

z = 1 +2i. 

In order to fl::.i the roots of a cubic equation by the present 

method, it is necessary to graph the function 

u = z3 + bz 2 + cz + d. 

The curve i-lU.l appear as the graph of 

u = (z,)3 + c'z' + d' 

if a proper translation of the axes is made. The substitution in the 

first function which accomplishes tr~s translation is 

z =- z' - b/3, 

and it translates the axes '0/3 units along the x-axis. The form of the 

graph depends only on the result:ine coefficient of z I. For this reason, 

only the cubic of the form 

u = z3 + cz + d (1) 

lnul need to be considered here. 

Since z = x + iy, 

u = x3 - 3:;"'72 + ex + d + iy(3x2 - y2 + c). (2) 

As u is real, the coefficient of i must be zero. The real curve is 
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obtained by letting y = 0, from Hhich 

u ~ x3 + ex + d, (3) 

a curve ly:ing on tr..e (x,u) plane. This plane intersects the (x,y) plane 

iJl the line 

y = 0, u = o. (4) 

The supplementary is obtained by letting 3x2 - y2 + c = 0, and vrill lie 

on the surface 

y2 - 3x2 = c, 

1-;hich intersects the (x,y) plane in the hyperbola 

y2 - 3x2 = c J U = o. (5) 

The line -Hill be the :r.'..ajor axis of the hyperbola if c is negative, and 

its conjugate axis if c is positive. 

mhe supplementary intersects the (x, u) plane and the real curve 

at the. extrema points of the real curve, if those points are real. The 

projection of the supplementary onto the (x,y) plane is the hyperbola 

(5). If the substitution 

y2 = 3x2 + c ­

is made :in (2), the result is the cubic 

u = -8x3 - 2cx + d, (6) 

'V1hich represents the projection of the supplementary onto the (x, u) 

plane, for values of x at and beyond the extre.,lla points of (3). 

Those points of the graph of (1) 1\Thich are also points of the 

hyperbola (5), if any, will represent the complex solution of 

z3 +cz + d = o. (7) 

The point or points in common nith the x.:.axis 1-1ill Sh01" the real solu­

tion. 
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The graph of 

u = z3 + cz + ci 

will take one of three forms, depending on the value of tr.te coefficient 

of z. Figures 5, 6, and 7 shaH' these three forms. In Figure 5, c i's 

negative, in Figure 6, c is zero, Hhile in Figure 7, c is positive. 

These graphs are made ,vith d = O. The real part of each graph, lying 

in the (x,u) plane, is the cubic (3), as it is usually graphed using 

real variables. 

If c is negative, the graph appears as in Figure 5. The supple­

mentary intersects the real graph in the extrema points of the real 

graph. If the supplementary is projected onto the (x,y) plane, the 

resulting locus is the hyperbola (5), 'tnth t'b.e x-axis being t'b.e trans­

verse axis of the hyperbola. If the suppla~.entary is projected onto 

the (x,u) plane, the resulting locus is the cubic (6), for those values 

of x beyond the extrema points of (3). As c increases :in value, the 

e."drama points of the real graph move closer to the origin, and the t\vo 

branches of the supplementary move closer to the u-a.ns. 

Imen c = 0, the graph appears as in Figure 6. Here, the real 

graph and both branches of the supplementary intersect at the origin. 

Tne real graph (3) is the cubic 

u = x3, 

the projection of the supplementary to the (x,y) plane is the u~o inter­

secting lines from (5), 

y - 3x = 0 and y + 3x = 0, 

a..'1d the projection of the supplementary to the (x, u) plane is tr.e 
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cubic from (6), 

u == -8x 3. 

The third form the cubic may take is when c is positive, as· 

Sh01ffi in Figure 7. Here the projection of tr..e supplementary is still 

the cubic (3) on the (x,u) plane a.'1d the hyperbola (5) on the (x,y) 

plane, but now the transverse axis of the IDJPerbola is the y-axis. As 

c continues to increase, the supplemGntary approaches two straight lines, 

as indicated in Figure 8. 

If d = 0, the axes will be translated -d units along the u-axis. 

1'Jhen the supplementary intersects the (x, y) plane, the complex solutions 

to the equation (6) are represented by the points of intersection. 
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CHAPTER rv 

THE INTERSECTION OF 'f'tJO CURVES 

One of the first uses of graphs the student of mathematics 

encounters is that of finding the common solution to two equations. 

Geometrically, this is represented by the points of intersection of 

the graphs of the tHo equations. The co-ordinates of these points 

correspond to the algebraic solution. 

Number ££ points ~ :intersection. One of the important theorems 

having to do with the intersections of curves is that attributed to 

Bezout. This theorem states that, given a curve of degree m and a 

second curve of degree n, the two curves will intersect in ron points 

[12, p. 54J. These points need not be distinct, and some or all of them 

may be points added to the plane, commonly called ideal points of points 

at infinity. 

The set of points at infinity, called the infinite domain, of a 

complex plane consists of a single ideal point corresponding to the 

value of Zo when 

z = lim ~ 
o lzl-)O z 

for z a complex number. This vrill provide one ideal point on each of 

the two complex planes of the four-space determined by the axes x, y, 

u, and v, and the ideal point may be approached by going in any direc­

tion on these planes. On other planes of the space, such as the (x,v) 

plane, a single point at infinity is added to the plane for each line 

which has a distinct slope. Thus, each set of parallel lines will have 



35 

a pomt in common. Each line in the space has one and only one ideal 

point on it. 

Graphical representation. The real graphs of t'tJo equations iv.ill 

:indicate the corrnnon points when the equations are Imear, and for many 

equations of higher degree. BOliever, if m the s:iJrrultaneous solution 

of two equations, when at least one of them is of degree two or more, 

not all of the solutions are necessarily real, and the complex solutions 

do not appear on the real graph. 

For instance, if 

z = x + jy and w = u + iV, 

the graph of the parabola 

w = z2 

and of the straight Ime 

i-l= Z - 1 

do not intersect in the real plane. Yet algebraically, they have two 

points of intersection, ( 1 + i"i3 , -1 + i 13) and (1 - i V3 , -1 - i'l/3\.
2 2 2 2) 

This chapter shows how a graph may be drav.n1 which i-lill demonstrate 

intersections which show complex roots as actual geometric entities. 

Consider, as a first example, the two circles 

z2 4- w2 = r 2 

and 

(z - a) 2 + w2 -- r 2, 
where r is real. Algebraically, these equations yield a simultaneous 

solution consisting of tho ordered number pairs (z,w), (~, :/hr2 - a 2 )
2 2 

and (~ , - Vl+r2 2a 2). The circles intersect in two points, which will 
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be not real if a2 is greater than 4r2• 

In representing graphically the intersection of these two cir ­

cles, if 

a 2 s4r2, 

the intersection points .nll have y = v = o. If 

a 2>4r2, 

the intersection points 1-liD. have y = u = O. In either situation, 

y = O. Therefore, a graph which will always exhibit the intersections 

may be made in a three-space, using x, u, and v for axes, with y =- O. 

The equation of a circle v,Tith center at the origin and real 

radius r, when. expanded, becomes 

(x2 + u2) - (y2 + v2) + (2xy + 2uv)i = r 2 • 

From this it follmrs that 

(x2 + u 2 ) - (y2 -t v 2 ) :;= r 2 (1) 

and 

xy+ uv = O. (2) 

If y is zero then, from (2), u is zero or v is zero. If v is then 

zero, from (1), 

x2 + u2 = r 2, 

1Vhich is the equation of the real circle :in the (x, u) plane. If u is 

zero, 

x 2 - v2 == r 2, 

which represents an equilateral hyperbola, and appears as such in the 

(x,v) plane, but is actually a part of the locus of the circle. 

Figure 9 is the graph of
 

z2 + li2 = 4.
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The curve consists of the real circle in the (x,u) plane Which, at the 

points (2,0) and (-2,0), undergoes an abrUpt right-angle change onto the 

(x,v) plane and follows the path of what appears to be a hyperbola. ' 

These points satisfy the equation of the circle, so the points of the 

"hyperbola" are actually points of the circle. 

Circles With ~ real points ~ :intersection. Now if the circle 

(z - 6)2 + \{2 "" 4 

is graphed on the same axes, the intersections of the two circles, 

although in the (x,v) plane, are seen by Figure 10 to be actual occu:r­

ences. The :imaginary branches of the circles intersect at the po:ints 

OJ V5 i) and 0,- V5 i). 

As circles have equations of degree two, reference to Bezout's 

Theorem indicates there should be four po:ints of intersection. The two 

points not shown will be points at :infinity [2, pp. 69-78], and the 

graph of the curves indicates, in an intuitive wa:y, these points. If 

the asymptotes of the hyperbolic-type supplementarys of the circles in 

the (x,v) plane are drawn, they will, by definition, intersect the curve 

in an ideal point. Since the asymptotes of the two circles are parallel, 

they also intersect in an ideal po:illt, giving the other two points of 

intersection of the circles as points at infinity. 

~ graph in four variables. 'tVhile there are many instances of the 

type just given of the intersections of ,two curves where the said inter­

sections occur in planes determined by two of the four axes, these 

remain special cases of a IlIIlch more generaJ. problem. A more elaborate 
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graph nmst be devised to shmv intersections of the type represented by 

the problem given at the opening of this chapter. For the solution of 

this problem, all four of the variables x, y, u, and v must be repre­

sented sinmltaneously. 

This can be accomplished by a partial departure from the repre­

sentation of points :in a strictly Cartesian co-ordinate system. The 

variables x, y, and u might be represented in a three-axis system with 

v represented by graphing x, y, and u for various values of v. There 

are at least t1.;o ways this can be done. While both are essentially the 

same, they are separated here for purposes of application, the first 

being a more complete representation, with the second probably easier to 

visualize in the context of the present problem. 

Figure 11 depicts the graph of 

w = z2 

for discreet values of v where v atta:ins the values zero, one-half, 

one, and two. Only values of u greater than zero are shown. The po:ints 

of the curve lie on the surfaces v 2xy, which cut the (x,y) plane in'C 

the family of hyperbolas 

v = 2xy, U := 0, 

here called a path equation. As x and y vary on a path v, values of u 

are 0 bta:ined from 

u = x 2_y 2, 

here called a length equation. These equations are obtained from the 

expansion of 

u + iv = (x + iy)2 



tt 3:llilOI~ 



yielding 

u + iv = x 2 _ y2 ~ 2xyi, 

producing the path and length equations just given. This graph gives 

an idea of what happens between, and beyond, those values of v sho~m' by 

interpolation and extrapolation, and, indeed, indicates a surface with 

values of v as parameters, producing curves on the surface. By graphing 

a function from different vantage points, or with one of the other vari­

ables as the parameter, a better idea of how the function behaves may 

somet:iJne s be obtained, although anyone graph is complete. 

The graph of the linear function 

w::: z - 1 

is shown. in Figure 12 as a plane :in three-space with v as a parameter. 

NmT if the graph of Figure 12 were super:iJnposed on that of Figure 11, 

the intersections of the surfaces at the po:ints Where the parameters 

are equal would give the s:ilnultaneous solution. However, the graphs 

then become rather difficult to visualize. A someWhat different ap­

proach might be adopted at this point. 

Instead of illustrating intersections by means of a graph attempt­

ing to show continuous values of all four variables, a series of graphs, 

each representing a sll1g1e value of one variable graphed against the 

other three variables may be used. Thus the graph of 

w· = z2 

is shown. in Figure 13 for values of v of 0, 1, and 2. Part (a) sho~V's 

the curve for v:::: 0, With the u ~ 0 part that part of the parabola 

lying in the (x, u) plane, the plane of reals. The u ~ 0 part of the 
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for instance, gives 

(u2 +- x2) _ (v2 + y2) = r2 

and 

uv + xy ::: O. 

Here, no apparent path equations in any plane are present, nor do length 

equations appear. Even more sophisticated procedures must be developed 

for these. Before tu..""'I1ing to this more general type of problem, it is 

first shown when the procedures developed above may be applied. 

Types of functions ~ ~ graphed. The function 

w = fez) (1) 

can be written in the form 

u + iv = ¢(x,y) + i 41 (x,y). ( 2) 

From the definition of equality of complex nu.'llbers, it foUoHs that 

u = 4> (x,y) (3 ) 

and 

v = 41 (x,y). (4) 

Thus, for any given value of v, a definite relationship exists betHeen 

x and y, and from each of these, a value for u. Hence, (4) may serve as 

a path equation :in the (x,y) plane for each value of v, with (3) as a 

length equation. Therefore any explicit function of the form (1), from 

i1hich functions of the form (3) and (4) may be obtained, can be graphed 

in the manner described. 

For implicit functions of the form 

f(w,z) = 0, (1) 

there are some, procedures Which can be used that w:i.ll provide a graph 
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of the function. For this, resolve the function into its component 

parts, 

¢(x,y,u,v) + ilJ-l (x,y,u,v) = 0, 

from "L-vhich 

~(x,y,u,v) = 0 (2) 

and 

lfJ(x,y,u,v) = 0 (J) 

are obtained. Define any convenient function 

y=~ (x). (4) 

The type of function defined may be a straight line, circle, hyperbola, 

or some other curve, in the (x,y) plane, suggested or dictated by the 

original i\mction. Using this defined function as a path :in the (x,y) 

plane, f then serves as an operator, transforming (4) in the (x,y) 

plane into some locus 

"l\(u,v)=O (5) 

in the (u,v) plane. The function (5) is obtained by substituting (4) 

:into (2) and (J) and el:iminating x from these, if possible. 

Since values of x and y do not appear in the final result, graphs 

of both (4) in the (x,y) plane and (5) in the (u,v) plane need to be 

made vIith occasional indications as to where certain points of (4) map 

to (5) [5, p. 418J. 

Because of the Hide variety of functions possible ",hich may not 

be satisfactorily served by the methods of this chapter, the next step 

:in the progress to more sophisticated problei11s is the theory of complex 

functions l-lhere maps of regions in the domain plane are studied in some 
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detail. Host textbooks on complex variables or complex functions will 

treat this matter. Churcr!ill, for instance, gives an append:ix shm,ring 

the transformations of some of the more widely used functions 

[1, pp. 284-291J. 

Conclusion. This chapter ShOHS a method for representing graphi­

cally the intersection of two curves when the points of intersection are 

complex as well as When they are real. In order to accomplish this in 

the general sense, each point of a curve must, in some way, exhibit the 

relation of the four variables, x, y, u, and v. Hence, some procedures 

that may be used for making such a representation are given. The graphs 

of explicit functions are found to be a special case of the more general 

graphs with implicit functions. The situation where all intersections 

of two curves occur in the (x,u,v) space with y : 0 is a special, al­

though very useful, case of explicit function. While many functions do 

not lend themselves nicely to s:i..multaneous solutions in the present 

context, it has been d~~onstrated that such a process is often possible, 

and not particularly difficult for the simpler functions. 



CHAP1'ER V 

THE CIRCLE 

Introduction. This chapter is concerned primarily with applica­

tions of graphs to problems mvolving circles. The specific problems 

considered are the tangent to a circle from a point, the representation 

of circles With imagmary radius, the representation of circles Hith 

radius zero, the radical axis to two circles, and the relationship 

existing between the circular (trigonometric) functions and the hyper­

bolic functions. 

Tangent to ~ circle. In the study of elementary analytic geom­

etry, there are a nurllber of things of :importance concerning the tangent 

to a curve, and especially to a circle, such as the equation of the 

tangent line at a point on the circle and the length of the tangent from 

a point. Usually the tangent to a circle is stated to have been drawn 

from a point outside the circle. It is of interest here to represent 

the tangent to a circle from a real point, Iv-ith no restrictions on where 

that point is. 

Consider the relation 

z2 + w2 = r 2 • 

l'lhen z and w are real, this is the equation of a circle of radius r and 

with center at the origin. It is here still considered as a circle when 

z = x + j;y and w ::: U + iv. Since the tangents desired are from real 

po:ints, y = O. 1,;Tithout loss of generality, due to the symmetry of the 

circle, only tangents from the points on the x-axis will be considered. 
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If the abscissa of a point on the circle is x, the point "rill have an 

ordinate w = ± Vr2 - x 2 • 'When x 2 5. r 2, tr.en w = u; otherlD.se 1-1 = iv. 

Therefore, the graph in three dimensions of x, u, and v, with y = 0, 

'tdll be used [5, p. 415J. 

Figure 15 shows the circle 

2z2 + Vl '" 9, y == 0, 

with the part of the locus that falls in the (x, u) plane represented ~J 

x2 + u2 :::= 9 

and the supplementary :in the (x, v) plane represented by 

x 2 2- v ::::= 9. 

For any point (h,O) on the (x,u) plane such that h2 > 9, the tangent 

from the point to the circle lies in the (x,u) plane. This is the usual 

tangent to a circle from a point outside the circle. When 0 < h2 < 9, 

the point lying Within the real circle, the tangent passes out of the 

(x,u) plane into the (x,v) plane, and is tangent to one of the hyper­

bolic branches of the supplementary, the tangents being drawn to the 

rrright rr branch if h > 0 and to the rrleft rr branch if h ..:::: O. For instance, 

the line from the point (1.8,0) tangent to the circle is found to be 

tangent at the point (5,4) in the (x,v) plane, that is, the point (z,w)= 

(5,4i). 

Three special points have need to be considered individually. 

These are the points (h,O) on the (x,u) plane with h = ±r, where r is 

the radius of the circle; and the center of the circle. If the point is 

on the (x, u) plane With h" +r, then lines ly:ing in both the (x,u) and 

the (x,v) planes perpendicular to the x-axis at the points designated 
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will be tangent to the curve. The equations 

Z = iF 

represent tlvo planes whose intersections with the (x, u) a..."1.d (x, v) planes' 

are the tangents to the real curve a..."1.d the supplementary, respectively. 

This leaves the point (0,0), the center of the circle, from which it is 

desired to draw a tangent to the circle. It 'ttill be remembered that 

the supplementary of the circle, ly:ing in the (x,v) plane, has the 

equation 

x 2 _ v2 = r 2 

which has the form of an equilateral hyperbola whose asymptotes pass 

through the origin. Therefore these asymptotes may be considered as 

tangents to the circle, intersecting the circle at the ideal points of 

the asymptote s. 

The equation of a tangent line t.o a circle of radius r at a point 

(a,b) on the circle z2 + w2 = r 2 is 

az + bw = r 2 • 

This holds true whether or not the point (a,b) is on the real plane. As 

an illustration, consider the point (5,4i) on the circle. Then the 

equation of the tangent line is 

5z + 4wi = 9. 

-~\7hen expanded, this gives 

5x - 4V = 9 and 5y + 4U = o. 

Since y "'" 0 in the cross section being used here, then u = 0 and only 

the first of these ~ines lies in the (x,u,v) space. It is, indeed, the 

tangent to the circle, lying in the (x,v) plane, and passing through the 

x-axis at x = 1.8 as shown in Figure 15. 
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Pm-Jer E.£ ~ point. Given a circle 

z2 + u 2 = r 2 

and a point (h,k), the pol'Jer of the point is defined to be t Hhere 

t 2 = h 2 -I- k2 - f2. 

If the point (h,k) is outside the circle, t is real and is the length 

of a tangent from the point to the cITcle. If the point is on the 

circle, the po,V'er of the point is zero. If the point lies 1nthin the 

circle, t is imaginary. Although Hhen t is imaginary, it is not a 

distance, there are certain observations related to the idea of a dis­

tance, that can be made. Suppose this equation is applied to a point 

2 2•on the x-axis such that O<x2<r2• Then t 2 = x - r Now since 

o< Ix 2 - r 2 \ < r 2 , 

t vrill al,-;rays be an imaginary number with coefficient less than the 

measure of the radius of the circle. T1\en the absolute value of the 

power of a point Within the circle, but not at the center, is less than 

the radius of the circle since lirl == r. Applying the iornmla for the 

pm"er of a point to the center of the circle, it is found that t = ir, 

and hence Itl = r. 

The locus definition of a circle. The circle is often defined as 

the locus of points a given distance from a given point. If z and \oJ' are 

real, then the distance d between points (zl,ul) and (z2,w2) is deter­

mined by the equation 

d = V(Z2 - Zl)2 + ("\-J"2 - Ul)2. 

In the more general situation under consideration here 1.\There z and vr are 

not both real, then d is not necessarily a distance. Again, though, 
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certain observations can be made in comparing this to the idea of a 

distance. If the value of d is computed for t1~O points when one is the 

center of a circle and the other is on the supplementary, then d is 

equal to the rac:lius of the circle. For instance, the point C5,4i) fs 

on the supplement~ of the circle of Figure 15, page 52, whose radius 

is 3. Then 

d = V(5 - 0) 2 + (4i - 0) 2 ;:; 3. 

Certain difficulties arise in trying to consider the relation d 

as being a distance metric in the present context. Consider the l~~e of 

slope i, that is, the line whose co-ordinates (Z,I~) have the form (a,ai) 

lvhere a is real. Line s of this type are somet:iJnes defined to be iso­

tropic lines [8, p. 121J. Using d as a distance relation, the distance 

between ~vo points on this line, say (a,ai) and (b,bi), a* b, is 

d :: V(b - a)2 + (bi - ai)2 ;:; o. 

Thus the distance betvreen any tvro finite points on such a line is zero. 

Nmv one of the conditions for a metric, dafined on a space, is that if 

the distance between VtIO points is zero, the points are the same. As 

this is not true in this case, the relation d cannot be a distance 

metric. Still, ~t is interesting to see the results of comparing the 

relation to the idea of the distance between two points. 

Circles inth :iJnaginary radius. Consider the relation 

z2 ,. 1'12 =a, a <: o. 

If the y= 0 cross-section is taken as before, then the expansion of 

the relation gives 

x 2 + u 2 .:: a (1) 
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and 

x 2 - v 2 = a. (2) 

NOH (1) is not possible since a is negative and x and u are real. 

Therefore (2) is the only possible locus. This is in the for.m of a 

hyperbola in the (x,v) plane conjugate to the hyperbolic supplement~J 

of the circle of radius r = '\I=a, as shown in previous representations. 

There is no tra~e at all in the real plane. It is a curve eXisting only 

:in the complex regions. 

Circles lfith zero radius. Consider the circle--;..;....,- - ­ ---,," 

z2 + w2 = o. 

This is normaJJ.y thought of as a point at the origin. Resolving the 

function into its real and imaginary parts, and taking the same cross-

section as before, it is found that 

x2 - v2 = o. 

This is a pair of intersecting straight lines in the (x,v) plane, that 

is, the lines 

X - v = 0 and x + v = O. 

These lines intersect the (x,u) plane in the point (0,0), the only point 

of the curve existing :in the real plane. 

The radical axis of t110 circles. The radical axis of t1"ro :inter­

secting circles is sanetimes defined as the common secant of the tHO 

circle s. If the t'TtIO circle s do not intersect :in the real pla.'1e, they 

still have a radical axis, for the supplementarys will interseot in 

complex points. (Intersections in the :infinite domain are not 
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considered here.) Therefore the '-Tord "intersecting" D.'1 the definition 

is unnecessary, and the radical axis of two circles is the common secant 

of the hiO circles. Another definition somet:iJnes given is, the radical 

axis of tHO circles is the locus of points such that the leng-c,hs of "the 

tangents from it to the tT,TO circles are equal. The "t\.,ro d.efinitions are 

equivalent, and either one requires the use of the supplementary m 

order to de.fme what is :intended. If the definition is taken as the 

common secant of the two circles, and if the real parts of the circles 

do not intersect, then the common secant joms the pomts of intersec­

tion :in the supplementarys. The common secant lme in the (x, v) plane 

is the intersection of the (x,v) plane With a plane With an equation of 

the form x = le. The intersection of the plane x = k with the (x, u) 

plane will be the line 1-Thich is the real rad.ical axis to the two cir­

cles. Thus, the real radical axis is a real line perpendicular to the 

x-axis, and passing between the real circles. 

If the defmition is taken as the locus of points such that the 

lengths of the tangents to the two circles are equal, then supplementarys 

to the circles are still required. Otherwise, if the two circles mter­

sect, there are points of the common secant lying within the circles. 

These points would not then have ~gents to the circles. 

other conic sections. The procedures described here for the 

circle may Qy extended, and similar applications made, to conic sections 

other than the circle. The graph of the parabola has already been con­

sidered. The ellipse has a supple.'Ilentary in the form of a hyperbola, 

but not necessarily equilateral. The hyperbola will have a 
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supplementary in the form of an ellipse. If the hyperbola is equilat­

eral, the ellipse Hill be a circle. Thus "rhen looking at the graphs of 

an ellipse and a hyperbola, strict attention must be paid to tlw iden­

tities of the axes in order to identify the particular relation that has 

been graphed. 

~ circular and hyperbolic functions. Figure 16 is the graph of 

the real part of the unit circle 

z2 + 1012 = 1 (1) 

and the real part of' the unit equilateral hyperbola 

z2 - vr2 :; 1. (2 ) 

The circular and hyperbolic trigonometric functions are often identified 

,·Tith lines on the (x,u) plane. Ii' e is an angle ",Tith vertex at the 

center of the circle, initial side on the x-axis, and terminal side 

intersecting the circle at A and the hyperbola at C, w~th lines dra1m 

from A and C perpendicular to the x-8Xis, meeting the x-axis at B and 

D, respectively, then 

sin e = AB and sinh e = CD. 

LikeWise, 
'­

cos e = OB and cosh e = OD. 

Figure 17 is the graph of the y = 0 cross-section of the supple­

mentarys of' (1) and (2), With the supplementary of (1) appearing as a 

hyperbola in the (x, v) plane and the supplementary of (2) appearing as 

a circle, also :in the (x,v) plane. 

On a c~~plex plane, multiplication of a number by i is often 

depicted as a positive rotation of one right angle of a vector dr~m 
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fro.'1l the origin to the point representing the number, locating a neH 

point corresponding to the product. In the three-space being considered 

here, multiplication by i v~ll be represented as a positive rotation of 

one right angle of the space around the x-axis. Thus, ie will be the 

angle G' :in the (x, v) plane, \Vith the terrrrinal side of the angle cutt:ing 

the hyperbola and the circle in the points At and Ct, respectively. 

This :interpretation of multiplica;tion results in the equalities 

i(AB) = A'B, i(CD) =CtD, 

i(OB) = OB, i(OD) = OD, 

and 

iCe) = e t • 

Interpreting the circular and hyperbolic relations as before, 

but this time :in the (x,v) plane in Figure 17, being careful as to which 

points belong to the circle and 1-Thich po:ints belong to the hyperbola, 

sin 8' = CtD, cos 8' =- OD, 

sinh 8' = A'B, and cosh 6' = OB. 

The relation between the circular and hyperbolic functions, usually 

proved in terms of exponentials, or other abstract definitions, or 

derivations from definitions, of the functions, are here :interpreted 

graphically. For sin iG = sin e' = CID. = i(CD) = i(sinh e). The other 

relations are similarly obtained and are sUi'nmarized here. They are 

sin ie = i sinh 8, sinh i8 = i sin e 

cos ie = cos e, and cosh i8 = cos e. 

Concluding Remarks. This chapter has presented sane of the uses 

of graphs of circles using complex nunibers as variables for 1-T 1-Thile 
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z is real in the circle z2 + u 2 == r 2 • It has been shoHn that many of 

the problems encountered in elementary Hork that normally are left viith­

out a suitable representation geometrically can be so represented. 

These usually concern the intersections of lines meeting at points not 

on the real plane. Also, it has been shown that sane definitions made 

for real curves may be more general than is usually supposed. There has 

also been shown a way of graphing certain equations rlhich, in the real 

plane, have no points Whatsoever. 

As a last observation, consider tHO conjugate hyperbolas, such as 

z2 1;-j2 

- - - == 1a2 b2 

and 

w2 z2 
- - - = 1,
b 2 a2 

a and b real. These hyperbolas, vlhile being separate in the real plane, 

share certain things in that plane. They have the same centers and 

common a~ptotes, and they exchange transverse and conjugate axes. In 

the y ~ 0 cross-section of the graphs for z and w complex, the supple­

mentarys of the t\\TO hyperbolas are identical, occuPYing the same locus. 

This locus, lying in the (x,v) plane, is the ellipse 

x 2 v2 
- -+ - == 1. 
a2 b 2 

From this emerges a central theme of an even stronger relation among 

the conic sections in the merging of the circle and ellipse with the 

hyperbola than can be brought out through the study of their real parts 

alone. 

/ 



CHAPTER VI 

DERIVATIVES 

In the study of real functions, certain geometrical meanings are 

placed on the derivative of a function. IT the derivative exists at a 

point, then it is known that the curve is continuous at that point. 

The value of the derivative is found to be the slope of the tangent 

line. \\Then zero, a maximum point, a minimum point, or a point of inflec­

tion is indicated. To determine which of these is the case, the second 

derivative is used. If it is positive, it indicates a positive change 

of slope of the tangent line, that is, a minimum point, and if nega­

tive a maximum point is :indicated. The concern of this chapter is the 

geometrical interpretation that can be made on the derivative 1-lhen 

variable s are complex. 

Complex fu.."1ctions of ~~ variable. A .function of t:b.e form 

w = fez) 

,.;rhere the domain of z is the real numbers and the r:;J11ge of w is the 

complex numbers is def:ined as a complex function of a real variable. 

Some use of such functions has already been made, in those situations 

1Vhere graphs uith y = 0 were used. The function 

W ::=. z2Vr2 ­

together lJ'ith 

w= -Vr2 - z2 

gives the circle studied :in the last chapter, where w = u + iv and 
'­

z = x + iy, Hith Y = O. Essentially, then, Z Has considered as a real 
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variable viith ,vas 3. conplex function of that variable. Before any­

thinG can be done ~\'ith the derivative, it must be made clear just "hat 

a derivative of a complex function is. 

Just as Has true in the calculus \"ith real variables, the der'iva­

tive of a complex function 'v of a real variable x is defined in terms of 

li~its, With a similar geometrical interpretation. (See Figure lB.) 

{CIf,fAX(- ((x.) 
..::\,.( 

FIGURE 18
 

DERIVATIVE OF A CQ·'IPLE..,X FUNCTION OF A REAL VARLtl..BLE
 

Given 'U = f(x), ';1 = u + iv = ~(x) + iqJ(x), the derivative of w at a 

point Xl is defined by the follJ.\~ng equation. 

Dx";'l = lim f(Xl + ,6x) - f(:q),.6X-kl--- _ 
AX 

'orovided such a limit exists. P..esolv:ing this :into its component parts, 

it is found tr~t 

Dxu + ij).vv = lim [¢(Xl + AX) - $(Xl) + i('V(Xl i- AX) - qJ(Xl))~ 
• ", .:1 )(-+0 -------­

AX AX 

which implies the two relations 

D.....cu = lim ¢(Xl + 6X) - ¢(Xl).6 )(-.#0 _...-;., --.000.._ 

AX 
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and 

Dxv = lim If'(xl + 4 x) -ljI (xl) • 
.1X~O 

L),X 

The derivative of a complex function is n(J'(v reduced to a complex combi­

nation, D...{u + iDxv, of two real derivatives of the real functions ¢ 

ar..d 4J • 

One geometrical result which folloW's :iJrJmediately is that if the 

derivative exists m1d is not zero at a point, then a t~!gent exists at 

that point. Because there does not exist an order on the complex num­

bers, it is not possible for the value of the derivative to indicate 

anytlUng that might be meant by an ll:increas:L.!gll or "decreasing" func­

tion. However, a meaning can be attached to the value of the derivative 

at a point, for this 1-1ill be the slope of the curve at that particular 

point. 

For instance, consider once more the function 

1V = \lr2 - x2 • 

The part of the graph of Fic,oure 15, page 52, for vlhich u >0 and v>O is 

the graph of this function for UID.ch r = 3. For any value of x such 

that 0<x2 <.r2, the i'w1.ction is real valued and any meaning attached to 

derivatives for real functions applies equally well here. If x 2> r 2, 

the derivative has an :imaginary value. .An imaginary slope, such as mi, 

is here interpreted as the slope of the line lying in the (x, v) plane, 

H110se slope is m in that plane. In other vlOrds, the i in the :imaginary 

number causes a rotation of one right ane;le arm..md the x-axis of a line 
r 

of slope m in the (x,u) plane into the (x,v) plane. 
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As an example of the derivative indicating &'1 :i.mag:inar;T slope, 

and hmr this may be represented, consider the po:int on the above curve 

Hhere x = 5. In the f1.U1ction being used, '11 = u for all x such that' 

x 2 So 9, and w = iv for all x such that x 2 ~ 9. Obta:ining the derivative 

of the function, 

Dxu= -x • 
V9 - x 2 

Hhen x = 5, Dxu =: 5i/4. Then the slope of the tangent line at the point 

(5,L~) in the (x,v) plane is 5/h. T:nis is supported by observation of 

the graph of the £'unction, on Hhich the tangent l:ine has been draHn. 

The definition of the derivative does not guarantee the existence 

of the derivative at any point. Necessary and sufficient conditions for 

a derivative to exist w:ill be given later. A tangent is not guaranteed 

at points uhere the derivative is zero because of the possibility of 

such special points as cusps and angular points [6, p. 30]. 

Certain intuitive ideas "rill usually be expected if a curve is 

said to be snooth; that is, it would not be expected to have any cusps, 

angular po:ints, or other "sudden turns. II On a closed real interval 

Xl ::; x ~ x2, a curve is defined to be smooth if it can be represented 

by a function w ;; f(x) 'tV'hose derivative is cont:inuous and not zero at 

all points on the interval. Then the idea of smoothness is another 

property of the graph of a function 'Which may be :indicated by the deriv­

ative of the f1.U1ction. Again considering the f1.U1ction 

'11= Vr2 - x2, 
/ 

lrith its derivative on any closed interval containing x such that 

x 2 = r 2, it is found that the derivative is not continuous, as there 
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does not exist a derivative i-.roon x 2 = r 2 • Observing t:'1.8 graph of the 

function, in Figure 15, page 52, it is immediately apparent tr~t the 

curve is not smooth at those particular points, but rather undergoes a 

sudden turn of one right angle out of one plane into another. 

Ftmction of ~ cOTrplex variable. The definition of the derivative 

of a function of a cmnplex variable takes the same form as the defini­

tion of the derivative for functions of other variables. The derivative 

Dzw, uhere w = fez), at a point Zo ~ X o + iyo, inth Az == z - zo, is 

defined 'bJ the equation 

DZiV' = lim f(zo + L\ z) - f(zo) 
A2~O L\ z 

ti' this l:iJn.it eY~sts. 

'Three conditions must be satisfied for a function of a complex 

variable to be continuous at a point Zoe These are 

f(zo) exists, 

lim f(z) exists,
z-n:'D 

and 

llin. f(z) == f(zo). 
Z~%" 

In vielV' of the definition of the derivative of a function of a complex 

variable, 

lim (f(zo+ AZ) - f(zo)) = lim [Qf(ZO + ~ z) - f( zo9 J 
A~~O A~~O AZ AZ 

= lim f(zo;- 4 z) - f( zo) lim A Z 
,iz-.O ~ Z ()Z.-to 

.:: O. 

Then 

1m (f(zo ~ AZ) - f(zo)) = 1:L-r. f(zo -t- AZ) - lim f(zo) ::; O. 
4Z~O AZ~O ~1~O 
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Therefore, 

lim f(zo + A z) = lim f(zo).
AZ-'O ,6.Z-+O 

Since .1z:z: z - zo, 

lim fez) = f(zo). 
z.~z" 

Thus, ii' the derivative exists at a point zo, then the fu..'1ction is 

continuous at that point. The condition of the a~istence of a deriva­

tive, then, :implies the continuity of the function, uhich, in turn, 

:implies that the graph is connected. 

Eelation of the fQ~ctions u and v. Necess~J ~~d sufficient 

conditions for the eY~stence of a derivative at a point are important 

theorems :in the study of complex variables. The conditions are given :in 

terms of What are called the Cauchy-Riemann, or d I Alembert-E'uler, condi­

tions, vlhich are equations in terms of partial derivatives of the real 

functions u and v. The equations are 

~=~and~= '2lV 

~x ~Y ~Y - ()x • 

Necessary conditions for a derivative to exist are given :in the fo11mT­

ing theorem. 

Theorem 1. If the derivative f I (z) of a function f = u + iv 
exists at a point z, then the partial derivatives of t.'le first 
order, uith respect to x and y, of each of the components u and 
v must exist at that point and satisfy the Cauchy-Riemann condi­
tions [1, p. 35]. 

Sufficient conditions guaranteeing the existence of a derivative 

are given :in the foll01f:ine theorem. 

Theorem 2. . let u and v be real- and single-valued fUJ.'1ctions of 
x a.."l1d y i-Thich, together 'iiJith their partial derivatives of tr.e first 
order, are continuous at a point (xo,Yo). If those partial 
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derivatives satisfy the CaucbJr-Riamann conditions at that point, 
theYJ. the derivative f I (zo) of the function f = u + iv exists, vrMre 
z = x + iy and zo =: X o +- iyo [1, p. 36J. 

Proofs of these theorerrls may be f01.U1d in most textbooks on com­

p1ax variables. Churchill gives a proof of each of them and includes a 

relation giving the value of the derivative :in tenns of partial deriva­

tives of the real functions u and v, 

Dzw; .)u +. ~=~ ."u
-

..,-.
dX J.. ~X oy J-ay [I, pp. 34-3~ 

The graph of a function in this paper has been made by assuming 

four mutually perpendicular axes, or a modification of this, as the 

basis of the model of the space the graph occurs in, the axes being 

x, y, u, and v. Tb.ese axes deteImine six planes. HoHever, there is 

nothing in the consideration of these planes to distinguish any of them 

as being basically different from any of the others except as this dis-

t:inction has been specified :in 1-Tork:illg 'Hith particular problems. The 

pla..."1e s do have basic differences. The (x, y) plB.J.'"18 and the (u,v) plane 

are complex planes in vThich a point on one of these planes represents a 

complex number, while a POL'r"lt on the (x,u) plane represents an ordered 

pair of real numbers. On other planes, such as the (x,v) plane, a point 

represents an ordered pair of numbers, the first real and the second 

imaginary, 't-rhile on the (y, v) plane, a point represents an ordered pair 

of :iJnag:inary numbers. Certa:ill equations a.'1long the partial derivatives 

of a function 1{hose derivative exists, such as the Cauchy-Hiemann con­

ditions, provide some of the basis of the space being utilized. For 
I
 

instance, given u as a function of z, and know:i...ng VI =: fez) to be a
 

differentiable function, the corresponding function of v may be fOlll1d, 
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us:L'1g t:r.e Cauchy-Riemann conditions, proviciinE; a full 1moHledge of 

1-1 [4, p. 6J. 
As an illustrative aXaTrrple, suppose a function in u is mOlm 

for vThich the cOI'"respondmg function of 1-1 is 1m01m to have a derivative. 

Let 

u = x 3 - 3xy2 of. l;x2 - 4y2 + 2x: + 5. 

Then 

~ = 3x2 - 3y 2 i' 8x	 + 2 = i)V , 
~x	 dY 

V = 3x2y - y3 of 8xy	 + 2y + g(x), (1) 

~v~ u = - 6x:y - 8y = -.;x' 
~y 

and 

v = 3x2y + 8xy +h(y). (2) 

Comparing the i7~10 values of v, it is found that there is no :function of 

x :ill (2) not contained :in (1). Therefore g(x) = O. The equation (1) 

contains 2y - y3 not contained explicitly :in (2). Therefore, hey) = 

2:y - y3. Then v =3x2y - y3 + 8xy + 2y. The function ""v = u + iv can, 

by	 proper factor:ing, be found to be 

1-1 = z3 + 4z 2 + 2z + 5. 

Conclusions. The derivative is found to 1::e ver'J important in 

lJ'Ork:i.ng vTith graphs. The slope of a curve representi."1g a complex fLmc­

tion of a real variable can be found, and suggestions as to vrhere the 

points might be where the graph leaves one p~"1e for another are those 

points where the derivative is zero or does not exist--that is, points 

where the curve is not necessarily smooth. It has been shOt'ffi that a 
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curve is connected wherever tl~ derivative of a function representing 

that curve exists. FinaJJ..y, it is suggested tr.at the vlhole problem of 
. 

defin:ing a space to properly represent the four variables here involved 

can be fou-'1ded on certain relations among the partial derivatives of 

those functions Hhose derivatives e..tist. 

I 



CHAPTER VII 

COIIJCLUSIONS 

C-eneral conclusions. There is quite a break in continuity for 

the student of mathematics in going from the graphical methods of real 

analytic geometry to the conformal mappings of complex functions. T'ne 

approach taken here helps to avoid this break by beginning 1fith the 

simple Cartesian ~Tstem, and moving step by step through familiar prob­

lems to the transformations of function theory. 

Summary. Chapter III gave a method for finding the complex roots 

of a quadratic equation by the use of a dual plane, where a single plane 

is considered as having characteristics of both a Cartesian plane repre­

senting ordered number pairs of real numbers and a Gaussian plane repre­

senting complex numbers. A careful distinction was made as to vJhen the 

pla...'1e uas considered real and 'iJhen it Has considered complex. A gener­

alized method for finding roots of any polynomial in one variable vias 

then given which is dependent upon the effect the cmnplex zeros of the 

polynomial function :b.ave on the graph of the function. 

After this, the points of the graph were considered as ordered 

number pairs (z,tl1') where 

z = x + j:y and w = u + iv. 

For representing the roots of a polynomial F(z) = 0, the graph of 

vr=F(z), v=O 

was made using the procedure developed carefully and with great sh.'"ill 

by Phillips and Beebe in their book, Grap0.ic Algebra Ill, pp. 97-156J. 



73 

Graphically, this represents a certain three-dimensional cross-section 

of the four-space determined by x, y, u, dlld v. At certain critical 

points the real curve intersects its supplementa~r, and the intersec­

tions of either the real curve or its supplementary "V,;:i.th the plane " = 0 

gives a point or points :in the ccmple:<: z-plane uhich correspond to the 

roots of the orig:inal polynomial equation. 

In Cr~pter TV, tr~ same cross-section, v = 0, Was used to intro­

Quce :intersections of curves, dlld then v was allm"ed to v~J, giving, as 

v varies continuously, a surface in the (x,Y,u) three-space. A particu­

lar value of v for each surface passing through a po:int in the space 

must be associated uith that point. This procedure is similar to the 

methods given by Sophus Lie, uhose I-lork '>vas mentioned in Chapter II, 1nt.'1 

the interpretation given there that the points of the space are Heighted.. 

In this way, each point of the surface is associated vIith all four vari­

ables. The points of any particular surface for uhich v is a constant 

then determ:ine a curve on the surface. Anyone of the four variables 

could serve as parameters on a surface that is the graph of the other 

three for various values of the fourth. 

The remainder of the thesis was concerned more with the effect on 

the value of rl With a change :L'1 x. Thus, the graph of z real and '>v 

complex, that is, the three-dimensional cross-section '>-J'ith y = 0 of the 

four-space, 1-1aS taken as a model. 

The graph involving the supplementary of a circle, introduced in 

Chapter III, and used ext,ensively in Chapter rv, folious from the equa­

tions first obtained by J3an Poncelet, Whose uork in this field, and the 
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results he obta:ined, Here surrtnarized in Chapter II. It "tfas Poncelet who 

first suggested the "tJOrd lIsupplementaryll for tr.e complex part of a 

curve. 

In Chapter VI, the use of partial derivatives of functions Vlhose 

derivatives exist was used to shoH the relation llhich exists between the 

functions u and v, shoH:ing that a Immdedge of one of these functions 

determ:i.nes the other, and he.'1ce determ:ines w. 

Questions for f"u.rther study. There Here a number of questions 

encountered :in the study of this problem that could lead to further 

investigation. Some of these are summarized here. 

In iwrldng With the four-space system required for the complete 

representation of an equation involving two complex variables, the 

four axes x, y, u, and v are used, or usually here, three of these 

four. From the vievlpoint of a graph in four-space (or three-space) 

points on a plane such as that determined by the x and v axes seem to 

obey the usual Euclidean measure theory. But when it is remembered 

that the v-axis represents the :i.JnaginaJ:"'lJ part of the (usually) depen­

dent variable 1'1, this measure, when the points are considered :in their 

larger context, does not necessarily hold. As was po:inted out at the 

t:iJn.e, any "t\fO points on a line of slope i or -i have a distance of 

zero betHeen them. Further :investigation shows that, aga:in assuming 

Euclidean measures, the distance from such a l:ine to any po:int on the 

plane is al';;rays undefined, and that the l:ine fails to make an angle 

with any other l:ine. A study of the geometry of such a space should 

prove vIOrthwhile. 
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A study of the graphs of equations in uhich the coefficients may 

be complex :instead of restricting the.'1l to be:ing real i-TOuld also be of 

interest. 

In "Worldng nith the unit circle in Chapter V, the equation of" 

the circle 

z2 + u 2 = 1 

Has resolved into its component parts, 

(x2 + u2) - (y2 + y2) + 2i(xy + uv) = 1, 

Vlhich gives 

(x2 + u 2) _ (y2 + v 2) == 1 

and 

xy + uv = o. 

If y = 0, then u = 0 or v = 0, giving the two parts of the circle 

graphed, 

x2 + u2 :; 1 

and 

x2 - v 2 = 1. 

Nm'1 if x 0, thenD 

u2 - y2 = 1 (1) 

and 

y2 + v 2 = -1. (2) 

The graph of (1) is a hyperbola in the (u,y) plane inth the 

u-axis as a transverse axis. Up to this point, the graph of (2) does 

not exist, as y and v i.Jere defined as real. The case might be consid­

ered i{here y and y are not real, producing a number of the fom a + bi 
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vthere a and b are not necessarily real. Numbers of this type have the 

complication that, in the equation 

a T bi = c + di, 

it is not necessarily true that 

a = c and b =. d. 

A study of a number system of this ldnd, 1-Thich is one approach to the 

study of quaternions, might be very interesting. 





BIBLIOGRA.PHY 

1.	 Church:iJ..l, l-euel V. Comnlex Variables and Anplications. He.. York:
 
:HcGra~v-llill Book Company, 1960. 297 pp.
 

2.	 Coolidge, Julian LOVlell. The Geometry of the Complex Domain.
 
Oxford: The Clarendon ~ss, 192'Ii':" 242 pp.
 

3.	 Fehr, H.F. "Graphical Representation of Complex Roots," Eulti ­
Senso~r Aids in the Teachin~ of Mathematics, pp. 130-138. 
'8ighteenth Yearbook of the National C011..'1.cil of Teachers of 
Hathematics. Nev1 York: Teachers College, Columbia University, 
1945. 

4.	 ForSYth, A.R. Lectures Introductory to the Theory of Functions of 
11'10 Complex Variables. CambrI'dge:University Press, 19Th. 
281 pp. 

5.	 Frumveller, A.F. "The Graph of rex) for Complex Numbers," American 
Nathe.'!1latical Honthly, 24:409-20, November, 1917. 

6.	 Fuks, B.A. and B.V. Shabat. Functions of ~ Complex Yariabl~.
 

Bristol, Great Britain: J .VI. ATrmrsmith Ltd., 1964. 431 pp.
 

7•. Gebman, H.H. "Complex Roots of a Polynomial Equation," American
 
Nathematical Monthly, 48:237-9, April, 1941..
 

8.	 Graustein, 'dilliam C. Introduction to Higher Geometry. NeH York: 
The 1-1acl1illan Company, 1930. 486pp. 

9.	 Jahnke, E. and F. Emde. Tables of Functions Hith Formulas and
 
Curves. Leipzig and Berlin:B.-G. Teubner;-i9'33. 330 pP:­

10.	 Laird, L.E. "The Geometric Representation of the Complex Points 
of a Plane Curve." Unpublished Naster I s thesis, Kansas State 
Teachers College, Emporia, Kansas, 1948. 

11.	 PhDlips, A.H. and'tl. Beebe. Graphic Algebra. NeH York: Henry 
Holt and Company, 1904. 156 pp. 

12.	 Primrose, E.J.F. Plene Algebraic Curves. London: l1acHillan and 
Company, Ltd., 1955.-111 pp. 




