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CHAPTER I 

INTRODUCTION 

The present thesis centers around a theorem (called 

t1Helly's theorem") which sets forth conditions under which 

the intersection of a family of convex sets cannot be empty. 

Historically, this theorem was discovered by Helly in 1913 

and communicated to Radon. It was first published in 1921 

by Radon (using Radon's theorem), followed by a proof of 

K8nig in 1922, and Helly's own proof appeared in 1923. Many 

proofs of Helly's theorem are now known. In recent years 

there has been a steady flow of publications devoted to 

extending Helly's theorem, and many of the results have 

significant applications in other areas of mathematics. 

I. DESIDERATA 

It is assumed here that the reader is an advanced 

student who has completed some courses in higher mathematics. 

Since the general setting is Euclidean n-space, the comple­

tion of a course in finite-dimensional vector spaces is 

essential. A fmailiarity with certain fundamental concepts 

of topology (continuity, interior, closure, boundary) will 

be very helpful, but genuine topological considerations have 

been kept in the background. 
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There is no easily available account of the present 

subject combining simplicity with ~enerality, however desir­

able, although Eggleston [2] has made a step in this direc­

tion. Most of the important literature that was available 

for the preparation of this tract, while not intended for 

large groups of readers, has been developed in a General 

n-dimensional linear space. In particular, Eggleston [2] and 

Danz~r-GrUnbaurn-Klee [1] both treat the subject in Euclidean 

n-space. Valentine [4J has rigorously developed the theory 

in a topological linear space (that is, a vector space with a 

Hausdorff topology such that the operations of vector addi­

tion and scalar multiplication are considered as continuous 

functions in all variables jointly). On the other hand, 

the book by Yaglom-Boltyanskii [5] is a beautiful treatment 

dealing with the plane case of convex sets, including a 

stimulating presentation of Helly's theorem and various 

applications of it. The numerous pictures and examples pre­

sented in (5] provide an excellent intuitive background for 

the understanding of the basic theory. 

The bibliography at the end of this tract is not com­

plete in any sense, but it represents an exhaustive one with 

respect to the available sources. The various results that 

have been published in the mathematical reviews and journals, 

mainly those concerning Helly's theorem, were not available. 
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Nevertheless, the primary references cited at the end of this 

tract are important standard sources; in fact, each of these 

sources is referred to in the bibliography of each of the 

others. The two main sources used in the preparation of this 

report were those of Eggleston [2]and Danzer-Grfrnbaum-

Klee [1J, forming a basis for the present material; so, many 

of the results presented here can be found in these two 

references with a more detailed account than is given here. 

Hadwiger-Debrunner (31 was also a valuable source, and much 

of the material presented in Chapter V is based on that 

particular text. 

II. THE PROBLEM 

Statement of the problem. There is a close relation­

ship between Helly's theorem on the intersection of convex 

sets and the theorems of Caratheodory and Radon on the convex 

covers of sets. Linking these two dual aspects of convexity 

leads to an illuminating interplay of ideas, and the two 

approaches lead to different generalizations and results. 

The primary purpose of this inquiry was to (1) to determine 

the interdependence of these three theorems, and (2) to make 

a survey of the important applications that have been made of 

these results, particularly that of" Helly, with the ultimate 

aim being to ascertain the general significance of Helly's 
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theorem. To facilitate this profound objective, some 

generalizations and variants, or Helly-type theorems, are 

also presented, illustrating the diversity and utility of 

Helly's theorem as well as some of the chief methods used in 

the theory. 

Importance of the study. Convexity is a quite active 

field today. In addition to being L~portant for geometry, it 

provides efficient methods for the study of mathematics. In 

particular, it has a stimulating geometric and intuitive 

appeal when restricted to the plane. The importance of the 

study of convex sets is evidenced by the use in the Russian 

schools of several textbooks on convex bodies (see Yaglom­

Boltyanskii [5J). Helly's theorem is especially character­

istic of the subject, providing an excellent introduction to 

the theory. In view of the popularity of this theorem and 

its numerous applications in various other parts of mathe­

matics, it seemed worthwhile to pursue the subject and ac­

quire an appreciation of its true importance. This was one 

of the main objectives throughout the preparation of this 

report. 

III. ORGANIZATION OF THE THESIS 

The contents of this thesis is divided somewhat 

naturally into six chapters. Chapter II contains some defi­
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nitions, certain fundamental theorems, and the introduction 

to some unusual concepts necessary for the understanding of 

the ensuing material. Chapters III and IV comprise the main 

results of this paper. In Chapter III the inter-relationship 

existing between the theorems of Helly, Caratheodory, and 

Radon is deduced. This "dual" aspect of convexity is the 

most interesting and unusual result presented in this thesis. 

Applications of Helly's theorem and related results are fully 

investigated in Chapter IV. Having developed the main 

results in these two chapters, Chapter V continues with some 

generalizations of Helly's theorem, and a selected group of 

"Helly-type theorems" are presented, all of which shed 

additional light on the heart of the matter. Finally, the 

main findings of the paper are sllilli~arized in the last chap­

ter, Chapter VI, with some concluding remarks, and some other 

interesting related problems are indicated. 



CHAPTER II 

DEFINITIONS OF TERMS USED AND BASIC CONCEPTS 

The containing space is taken to be n-dimensional real 

Euclidean space (with its usual metric) and is denoted by Rn • 

It is convenient to regard points in Rn as vectors, and 

vector addition and scalar mUltiplication are defined coord­

inatewise. The inner product is important. The distance 

between points x and y in Rn is d(x,y) = Ix - YI. The symbol 

o is used for the empty set, and 0 is used for the real num­

ber zero as well as for the origin of Rn. 

I. CONVEXITY 

DEFINITION 2.1. The line determined by two points x 

and y of Rn is the set of all points of the form 

ax + (1 - a}y (a real). 

The closed segment [xy] joining points x and yof Rn is the 

set of all points of the form 

ax+(1-a}y (0~a~1), 

while the open segment (xy) is the set of all points of the 

form 

ax + (1 - a)y (0<a<1). 

Where nothing else is said, the closed segment [x~ 

will be referred to as, simply, the segment xy. This should 

cause no confusion. 
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DEFINITION 2.2. A subset X of Rn is called convex if 

and only if the line segment xy joining any two points x and 

y in X is contained in X. A closed and bounded convex subset 

of Rn with nonempty interior (relative to Rn) is called a 

convex body. A convex figure is a convex set in the plane. 

The simplest examples of convex sets are the empty set, 

a single point, a segment, a triangle, the whole space, half­

planes, lines, rays, and strips between parallel lines. 

DEFINITION 2.3. If x1' ••• , xk are k points of Rn , 

then each point x of the form 

x = alxl + ••• + a~k (ai~ 0, a1 + ••• + ak = 1) 

is called a convex combination of the k points xI' ••• , xk. 

Frequently it is more convenient to use a more general 

form of the convexity condition. 

THEOREM 2.4. If X is a convex set and if xI' ••. , x k 

are k points of X, then every convex combination of xI' ••• , 

xk also belongs to X. 

PROOF. It is trivially true for k = 1. If k = 2, the 

theorem is just the definition that X is convex. Assume 

inductively that it is true for k = m and consider a point of 

the form 

X = a1 x 1 + ••• + B.mX:m + 8m+1X:m+l (ai~O, a 1 + ••• + 8m+l= 1). 

If B.m+l = 1, then x = Xm+l belongs to X. Suppose ~+1 <: 1. 

Let t = a, + ••• + ~ = 1 - 3m+1 > O. Then 



x = t((a1 /t )x1 + ••• + (~/t)~) + ~+1~+1 

= (1 - ~+1 )((a1/t)x1 + ••• + (~/t)Xm) + ~+1Xm+1· 

Let z = (a1/t)x1 + ••• + (~/t)Xm. Then 

x = (1 - ~+1)z + ~+1Xm+1. 

By hypothesis, the point z belongs to X. Since X is convex 

and contains both z and Xm+1' it follows that it contains x. 

Thus the theorem is true when k = m+1, hence true for all k. 

This completes the proof. 

Since the closure and the interior of a convex set are 

also convex, the properties of general convex sets can 

usually be inferred from those of closed convex sets or from 

those of open convex sets; for this reason the material in 

this report is restricted generally to closed sets. The 

closure, interior, and boundary of a convex set are defined 

in terms of spherical neighborhoods. 

DEFINITION 2.5. The spherical neighborhood (or simply 

the neighborhood) of the point p with radius r is the set 

S (P , r) = {x : x E Rn , d (P , x) < r } • 

The closed spherical neighborhood (or closed neighborhood) of 

the point p with radius r is the set 

S(p,r) = {x : xERn , d(p,x)~r}. 

If the points are restricted to lie in the plane, t~en 

the neighborhood S(p,r) is called an open disk, while S(p,r) 

is called a closed disk. In n-space (n~3) S(p,r) is called 
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an open n-ball and S(p,r) is called a closed n-ball. Tne 

terms open cell and closed cell (in Rn) are also used. 

THEOREM 2.6. Let X be a convex set with a nonempty 

interior, denoted by int X, and l~t x and y be two points of 

X, where x belongs to int X. Then every point of the segment 

xy, except possibly y, is an interior point of X. 

PROOF. Refer to Figure 1. Let z be any point of the 

segment xy different from. y. Then z = sx + (1 - s)y, where 

o < s ~ 1 (since z f. y). Since x E int X, there exists r > 0 

such that S(x,r) ex. It remains tOo show S(z,sr) eX. If 

pES (z, sr), i. e • if 

Ip - z I = Ip - (sx - (1 - s) y) I 
= Ip + (s - 1)y - sxl<sr, 

then /(1/s)p + (s-1/s)y - xl <.r. Hence the point 

pi = (1/s)p + (s-1/s)y 

is contained in S(x,r). Since p = Spl + (1-s)y, p is on the 

segment ply ex. This completes the proof. 

't 

FIGURE 1 

THE INTERIOR OF A CONVEX SET IS CONVEX 
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COROLLARY 2.7. The set of interior points of a con­

vex set is convex. 

COROLLARY 2.8. Every half-line issuing from an 

interior point of a bounded convex set X contains one and 

only one boundary point of X. 

II. CONVEXITY AND ITS RELATION TO AFFINE GEOMETRY 

Frequently convexity is regarded as a property of 

affine geometry, which is the study of properties invariant 

under the affine group. The affine group consists of the 

transformations A which carry a point x into the point 

A(x) = T(x) + u, 

where u is a fixed vector and T a non-singular linear trans­

formation. When considering properties preserved under the 

affine group of transformations, vector spaces are usually 

referred to as affine spaces. 

A non-singular affine transformation carries segments 

into segments, so that a convex set is transformed into 

another convex setithat is, convexity is invariant under the 

affine groupa 

DEFINITION 2.9. The m + 1 points x1, ••• , Xm+1 are 

called affinely independent if the m vectors x2 - x1 , ••• ~ 

Xm+1 - x1 are linearly independent; i.e. if 

a2(x2 - x1) + ••• + ~+1 (Xm+1 - x1) = 0, 
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then a2 = •.• = ~+1 = O. 

Or equivalently, if 

a1 x 1 + a2x 2 + ••• + am+1Xm+1 = 0, 

a1 + a2 + ••• + ~+1 = 0, 

then a1 = a 2 = •.. = ~+1 = O. 

A non-singular affine transformation carries affine 

independent points into affine independent points, for 

T(xi - x1 ) = A(xi) - A(x1 ). 

DEFINITION 2.10. Given m + 1 points x1 ' ••• , ~+1 

in Rn and m + 1 real numbers a1' ••• , ~+1 such that 

a1 + ••• + ~+1 = 1, a centroid of the points x1 ' ••• , ~+1 

is a point x of the form 

x = a1x 1 + ~.. + a 1x 1• . m+ m+ 

THEOREM 2.11. The m + 1 points x1 ' ••• , x +1 are m 

affinely independent if and only if every point x in RJl C~ 

has a unique representation as a centroid of x" .e. , Xm+1. 

The numbers a1' ••• , ~+1 in Definition 2.10 are 

called the barycentric coordinates relative to the basis 

x1' ••• , x +1 • This term was introduced by M8bius (seem 
(6, p. 204]). It has the following basis. A point of Rn to 

which a real number m, the mass or weight of the point, is 

assigned is called a mass point~ If mass points xi with 

weights mi (i = 1, .e. , r+1) are given and if a i = 

mi/ (m1 + ••• + ~+1)' then the point x = a 1x 1 + ••• + a +1x +1r r 
is, by definition, the center of gravity or centroid of this 
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mass distribution. The numbers mi mayor may not be positive. 

Tney are arbitrary real numbers such that m1 + ••• + m +11 O.r 

It is an interesting fact that the centroid is invar­

iant under an affine transformation, that is, 

THEOREM 2.12. An affine transformation carries cen­

troids to centroids with the same weights. 

The theorem says this: if T is an affine mapping, c 

the centroid of points Xi with weights ai' then T(c) is the 

centroid of the mass points T{xi) with the same weights ai. 

(In other words, the barycentric coordinates of a point are 

unchanged under an affine transformation.) For a more 

detailed discussion of affine geometry and proofs of the 

above results, see Birkhoff-MacLane [7, pp. 287-294J. 

III. CONVEX COVERS; SIMPLEXES; CONVEX POLYTOPES 

The most basic intersection property of convex sets is 

the following. 

THEOREM 2.13. The intersection of any collection of 

convex sets is a convex set, although it may be empty. 

Given any set X, there can be associated with X a con­

vex set C{X) called the convex cover, or convex hull, of X. 

(Since the term lIhull ll is somewhat misleading, the term 

"coverll will be used throughout the subsequent discussion.) 

DEFINITION 2.14. The convex cover C{X) of a set X in 
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nR is the intersection of all convex sets in Rn containing X. 

Alternatively, it is the smallest convex set that contains X. 

The following is trivial but fundamental. 

THEOREM 2.15. Let X be a subset of Rn • Then X = C(X) 

if and only if X is convex. 

If X11 ••• , Xk is a finite collection of sets, the 

convex cover of their union is denoted by C(X1, ••• ,~). 

DEFINITION 2.16. The diameter of a set X, denoted by 

diam X, is the least upper bound of the distances between two 

arbitrary points of the set X. 

The following is important for later considerations, 

and so a proof is given here. 

THEOREM 2.17. The diameter of the convex cover C(X) 

of a set X is equal to the diameter of X. 

PROOF. Since XCC(X), diam X~diam C(X). It remains 

to show that diem C(X) ~ diem X. It suffices to show that if 

d(x,y) < r for any pair of points x, y of X, then d(x·;,",y-;~) < r 

for any pair of points x~~, y'>''r of C(X). Since d(x,y) <r for 

all y~ X, XCS(x,r). Since S(x,r) is convex, it follows that 

C(X) C S(x,r). Thus x'~:' ~ S(x,r) for a.ll x Eo X. Hence x Eo S(x-;;', r), 

i.e. XCS(x'>'l-,r). Hence C(X) CS(x-~,r). This implies that 

d(x*,y*) <:or and diem C(X) ~diamX. This proves the theorem. 

DEFINITION 2.18. Let X and Y be subsets of Rn • Then, 

for some fixed yEo Rn , the set X + Y = {x + y : x Eo X} is 
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the convex cover of a finite number of points. 

THEOREM 2.23. The convex cover.of the points x1' 

x2' ••• , xk is identical with the set of all convex combin­

ations of x1' •.• , xk • 

In other words, the convex cover of the points x1 ' 

x2' ••• , xk consists of the centroids of all possible non­

negative weights located at the points x1' ••• , xk. In 

particular, if the points x 1 ' ••• , xk are affinely indepen­

dent, that is, are vertices of a {k-1)-simplex, then the 

convex cover of the set consists of all the points of 

Rk- 1 eRn whose barycentric coordinates with respect to the 

basis are non-negative. 

PROOF. Denote the set of all convex combinations of 

x1' ••• , xk by K. The set K is convex. For suppose x EK 

and y EK where 

x = a1 x 1 + ••• + a~kJ 

y = b 1x 1 + ••• + bkxk • 

Let z Exy, i. e. , 

z = sx + (1 - s) y (O ~ s ~ 1 ) • 

Then 

z = sa1X, + ••• + sakxk + {1 - s )b1~ + ..... + (1 - s)bkxk 

= {sa1 + (1 ..; s)b, )x1 + ••• + {sak + {1 - s)bk)~" 

Since the coefficients sai + (1 - s)bi are non-negative and 

their sum is 1, i.e., z is a oonvex combination of x1 ' .. .. , 

" 
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Xk, it follows that z E K. Thus K is convex. Since K con­

tains each xi (i = 1, •.• , k), it follows that 

C(x1 , ••• ,xk ) C K. Furthermore, any convex set containing 

x1' ••• , xk also contains K by Theorem 2.4, page 7. Thus 

KCC(x1 , ••• ,xk ), completing the proof. 

THEOREM 2.24. Let X be a subset of Rn • Then the set 

of all finite convex combinations of points of X coincides 

with the convex cover C(X). 

PROOF. As in the proof of the previous theorem, 

denote the set of all finite convex combinations of points of 

X by K. Then for any point x of K, 

x = a1x1 + ••• + akxk 

for some positive integer k, where x1 ' ••• , xk are points 

of X and a1 , ••• , ak are real numbers such that 

a1 + + ak = 1 ( ai ~ 0, i = 1, ••• , k) •"0 0 

Thus, by Theorem 2.23, x E. C{x1' ••• ,xk)" But x1' ••• ,xk E K, 

and hence C(x1' ••• ,xk) CC{X), so x € C(X). It follows that 

KCC{X). Now it can be verified, as in the proof of the 

previous theorem, that K is convex. Clearly X eK. Thus, 

since K is convex, it follows that C(X)CK. Hence K = C(X). 

This completes the proof. 

The set of points in Rn whose barycentric coordinates 

are positive is a convex open set. Thus the following 

definition. 
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DEFINITION 2.25. The interior of the k-simplex 

(relative to the flat of minimal dimension containing it) is 

the set of all points x of the form 

x = a1 x1 + ••• + ak+1xk+1, 

where a1' ••• , ak+1 are real numbers such that 

a1 + ••• + ak+1 = 1 (ai > 0, i = 1, ••• , k+1) 

and x1' ••• , xk+1 are its vertices. 

IV. SUPPORT HYPERPLANES AND SEPARATION THEOREMS 

The existenoe of supporting hyperplanes at certain 

points of a convex set and separating hyperplanes for certain 

pairs of convex sets are fundamental results in the theory 

of convexitYe Separating hyperplanes, in particular, will 

playa fundamental role in the results of this paper~ 

DEFINITION 2.26. A hyperplane is an (n-1 )-dimensional 

flat of Rn • 

Equivalently, a hyperplane is the set of points 

x = (x1' ••• ,Xn) which satisfy an equation of the for.m 

a1 x1 + ••• + anXn = b, 

where not all the ai are zero and b is some real number e 

Using the inner product notation, this means there exists a 

nonzero vector a = (a1' ••• ,~) and a real number b such 

that the given hyperplane consists of all points x for which 

a·x = be For example, the hyperplanes in R2 are the lines, 
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while in R3 they correspond to the planes. 

DEFINITION 2.27. A hyperplane divides the space Rn 

into two open halfspaces consisting of the points x for which 

a'x < b and those for which a·x >b. Similarly, each hyper­

plane determines two closed halfspaces for which a·x~b and 

a·x ~b. The hyperplane is said to bound the halfspaces. 

DEFINITION 2.28. The hype:r:planea.x = b separates two 

sets Y and Z in Rn if either a.y ~ b, a. z >-:b or a.y ~b, a· z ~ b 

holds when y E. Y, z € Z. The hyperplane a.x = b strictly 

separates Y and Z if either a.y < b, a.z:>b or a.y>b, a'z <. b 

when y E Y, z Eo Z. 

DEFINITION 2.29. A hyperplane a.x = b is said to cut 

the convex set Y if and only if there exist points Y1 and Y2 

in Y such that a·Y1<b and a·Y2>b. 

DEFINITION 2.30. The dimension of a convex set X is 

the largest integer m such that X contains m + 1 points 

x1' ••• , Xm+1 Which are affinely independent. 

In particular, every point x of X is of the form 

x = a1 x1 + .... + ~+1Xm+1 (ai~O. a1 + ••• + Bm+1 = 1). 

The flat (of dimension m) spanned by x1 J "... 'Xm+1 ' i.e", 

the set of points x of the form 

x = a1 x1 + (0" + B.m.+1Xzn+1 (a1 + .••• + Bm+1 = 1), 

is denoted by L(X) and is said to be the flat carried by X, 

the flat spanned by X, or the minimal flat containing X. 
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DEFINITION 2.31. The relative interior and relative 

boundary of a set X are defined to mean the interior and 

boundary of X relative to L(X). 

Barycentric ooordinates are used to prove the follow­

ing result. 

THEOREH 2.32.· The relative interior of a convex set 

is nonempty. 

PROOF. Let x1 ' ••• , Xm+1 be m + 1 points of X which 

form a basis of L(X), i.e., x E L(X) if and only if 

x = a1x 1 + ••• + am+1~+1 (a1 + ••• + a +1 = 1).m

Consider the point Xo = (x1 + ••• + Xm+1)/(rn+1). Then 

clearly xo EL(X), and since xiEX (i = 1, ••• , rn+1), it 

follows that XV EX by Theorem 2.4, page 7.. Since each ai 

(i = 1, ••• , m+1) depends continuously upon the coordinates 

of x, there exists a positive number d such that if 

xfS{XO,d)nL(X), then each ai is positive .. Hence each of 

these points x belongs to X. Thus X o is a point of the rel­

ative interior of X, completing the proof. 

THEOREM 2.33. The hyperplane H cuts the convex set X 

if and only if the following two conditions hold: 

(i) L(x>iH; 

(ii) H intersects the relative interior of X. 

COROLLARY 2.34. If a hyperplane cuts X, it also cuts 

the relative interior of X. 
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For a proof of Theorem 2.33 and the corollary, see 

Eggleston (2, p. 17]. 

The following separation theorem is basic to the sub­

sequent considerations of this paper. 

THEOREM 2.35. (Separation Theorem) Suppose X and Y 

are two convex sets. Also suppose X # 0, int Y ~ 0, and 

that xn int Y = 0. Then there exists a hyperplane H which 

separates X and Y. (For a proof, see [2J, [4].) 

DEFINITION 2.36. A hyperplane that intersects the 

closure of a convex set X and does not cut X is said to be a 

supporting hyperplane of X. 

Planes of support play an important role in the theory 

of convex sets. The next two theorems concerning supporting 

hyperplanes give a characterization of convexitYe 

THEO~1 2.37. Through every point on the boundary of 

a convex set X there passes at least one support hyperplane 

of-X. 

THEOREM 2.38. If the closed set X has a nonempty 

interior and if through every point of its boundary there 

passes a supporting hyperplane to X, then X is convex g 

Proofs of the above theorems and related results may 

be found in Eggle5ton [2] and Valentine [4J. Also, see 

Yaglom-Boltyanskii [5] for a treatment of the plane case~ 

This characterization of convexity, when taken as a 

definition, forms the basis of the duality theory of convex 
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sets. Although it has not been seriously pursued in the 

preparation of this little tract, the duality theory pro­

vides efficient machinery in the study of convexity. In fact, 

Valentine (4) says: "Always look at the dual situation. to • 

for it may save you some embarrassment. The theory ••• may 

be intuitively simpler when viewed in the dual situation." 

In [41, the duality theory and the dual cone are employed as 

an approach to Helly1s theorem. 

There is no exact duality in convexity as in the case 

of projective geometry, and so there is a choice of dual 

spaces available, a "dual space" to Rn being a space in which 

the hyperplanes or halfspaces of Rn are represented by points 

or, possibly, halflines. In fact, "duality" is simply a 

correspondence between points, on the one hand, and hyper­

planes on the other. While correspondence is a more modest 

term, the use of the term duality gives a sort of 11dual 

feeling" and is somewhat more natural and geometric.. The 

idea of dUality is important for two main reasons: (1) it 

often suggests alternative proofs of known results, and (2) 

it often suggests new results which are 11 dual II to known 

results. 

The following theorem, which gives an alternative 

definition of a convex polytope (see Definition 2.22, page 

14), illustrates the scope of duality in Euclidean space. 
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THEOREM 2.39. A bounded nonempty subset of Rn is the 

intersection o~ a finite number of closed halfspaces of Rn i~ 

and only if it is a convex polytope. 

The dual properties are those of being the inter­

section of a finite number of closed halfspaces, on the one 

hand, or of being the convex cover o~ a finite set of points 

on the other. This dual aspect of Euclidean space is invest­

igated further in Chapter III. 

THEOREM 2.40. If X is a closed convex set and Y is a 

convex body which does not intersect X, then there exists a 

hyperplane strictly separating X from Y. 

PROOF. Let x 1 and Y1 be points of X and Y, respec­

tively, such that 

d(x1'Y1) = inf {d(x,y) : x ~ X, Y ~ Y}. 

Then d(x1 , Y1 ) ;> O. (It can be. shown that such a pair of 

points ~ Y1 always exists, and also that d(x1 J/ y1 ) > O. ) LetII 

H1 and H2 be the hyperplanes through x1 and Y1 perpendicular 

to the segment x1Y1~ Then the hyperplane H1 through x1 is a 

supporting hyperplane of X at x1 and the hyperplane H2 through 

Y1 supports Y at Y1" For suppose there is a point q E X on 

the same side o~ H1 as Y1' that is, q and Y1 are in the same 

open halfspace bounded by H1 • (Refer to Figure 2.) In the 

2-flat spanned by x1' Y1' and q drop a perpendicular from Y1 

to x1Q with foot p. I~ ptix1Q, then Y1P,<Y1x1' contrary to 
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assumption. If q Ex 1p, then Y1 q < Y1 x1 , also contrary to 

assumption. Therefore all of X lies on one side of H1 ; hence 

H1 is a supporting hyperplane of X. Similarly H2 supports Y, 

and any hyperplane between H1 and H2 strictly separates X 

1'rom'y. This completes the proof. 

H, Hz Hf Hz. 

FIGURE 2
 

THE EXISTENCE OF A SEPARATING HYPERPLANE
 

v. PROJECTIONS AND MAPPINGS 

Many theorems proved for convex sets in R1 and R2 are 

extended to Rn by induction on the dimension, so that it is 

necessary to relate the property in Rn to that in Rn- 1 • 

There are essentially two ways of doing this: (1) projection 

of a convex set from a point, and (2) projection of a convex 

set parallel to a fixed 'direction, ,that is, bY,orthogonal . 

projection 8 The first mapping is described as follows. Let 

X be a oonvex set, and let 0 be a point not pelonging to X. 
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The union of all halflines joining 0 with points of X is 

called the cone subtended by X at the vertex O. If H is a 

hyperplane not containing 0 and intersecting every halfline 

joining 0 to any point x X in a single unique point T(x), 

then a mapping of the set X into H is defined. This mapping 

is called the projection of X onto H from O~ The second type 

of mapping is orthogonal projection. Given a convex set X, 

the set of all lines parallel to a given line and intersect­

ing the convex set X is a convex set. The intersection of 

this convex set~of lines with a flat (also convex) perpend­

icular to the given line is called the orthogonal projection 

of the given set X onto the flat. The orthogonal p~ojection 

of the set X onto the flat is convex since it is the inter­

section of two convex sets. 

Sometimes it is convenient to reduce a problem concern­

ing a closed bounded convex set to one on a closed spherical 

neighborhood or closed n-ball. This is done by " central 

projection" as follows. 

THEOREM 2.41. All n-dimensional convex bodies are 

homeomorphic to a closed n-ballu 

PROOF. Let X be an n-dimensional convex body in Rn , 

and let Bn denote a closed n-ball whose center is any interior 

point Xc of the convex set X. Let x by any point in X 

different from Xc. See Figure 3 for the case n = 2. Denote 

byp(x) the boundary point of X lying on the ray xOx, by q(x) 
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the point in which the ray Xox interseots the boundary of 

Bn (see Corollary 2.8, page 10), and by f(x) the point which 

divides the segment xoq(x) in the same ratio as the point x 

divides the segment xOp(x). Then f is a homeomorphirnm suCh. 

that f(X) = Bn with center f(xO) = xO; that is, 

f(x) = (x - Xc)/(\p(x) - xol) + Xc if x ~ Xc' 
f(Xo)= xO· 

FIGURE 3 

A HOMEOMORPHISM 

DEFINITION 2.42. A positive homothety is a trans­

formation which, for some fixed y E Rn and some real number 

a> 0, sends x Eo Rn intq y + ax. The image of a set X under a 

positive homothety is called a homothet of X. 



CHAPTER III 

THE THEOREMS OF HELLY, CARATHEODORY, AND RADON 

I. HELLY'S THEOREM 

Prologue 8 Eduard Helly was born in Vienna on June 1, 

1884. He received the Ph.D. degree in 1907 at the University 

of Vienna. In addition to his f~ous theorem on the inter­

section of convex sets, which he discovered in 1913, he con­

tributed a number of other important results in mathematics 

during the years to follow. In 1938 Helly emigrated to 

America, with his wife and seven-year-old son, where he was 

on the staff of two Eastern colleges and the Illinois Inst­

itute of Technology. He died in Chicago in 19438 A more 

detailed account of Helly's life, obtained directly from his 

wife by the authors, is included in Danzer-GrUnbaum-

Klee [1, p* 101]. Helly's theorem is formulated as follows. 

THEOREM 3.1. (Helly's theorem) Let F be a family of 

at least n+1 convex sets in affine n-space an, and suppose 

F is finite or each member of F is compact. Then if each n+1 

members of F have a common point, there is a point common to 

all the members of F. 

A vector space satisfying Helly's theorem is essent~ 

ially one whose dimension is finite (see [2, p. 33J). In 

particular, Helly's theorem on the intersection of convex 
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sets is one of the most striking properties of Euclidean 

n-space. As an illustration of Helly's theorem, consider 

three convex sets in R2 which have a common point (see, e.g., 

Figure 4). Helly1s theorem says that if a convex set in R2 

FIGURE 4 

AN ILLUSTRATION OF HELLY I S THEOREM 

intersects each of the three shaded areas, which are the 

pairwise intersections of the sets, then it must intersect 

the supershaded area, which is the intersection of all three 

of the given sets. The theorem of Helly is closely related 

to the theorems of Caratheodory and Radon on convex covers. 

THEOREM 3.2. (Caratheodory's theorem) Let X be a 

subset of Rn. Then each point of C{X), the convex cover of 

X, is a convex combination of n+1 (or fewer) points of X. 

This theorem was first published in 1907. The theorem 

ot Caratheodory and an extension of it, where it is assumed 
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theorem by means of Caratheodory's theorem is also given. 

/ 

/ 
/ 

FIGURE 5' 

""" c(0'" 

AN ILLUSTRATION OF CARATHEODORY'S THEOREM 

THEOREM 3.3. (Radon's theorem) Each set of n+2 or 

that X in Rn has at most n components (that is, separated 

pieces), are proved in this chapter. A proof of Helly's 

Caratheodory's theorem is described by saying that the convex 

cover of a given set X is the union of an aggregate of sim­

p1exes whose vertices are among the points of X. Let X be 

a subset of R2 consisting of, say, three components (as, for 

example, in Figure 5). Caratheodory's theorem guarantees that 

each point of the convex cover C(X) of X either lies inside 

a triangle (2-simplex) whose vertices are points of X, is on 

a segment (1-simplex) whose endpoints are points of X, or is 

itself a point (O-simplex) of X. 

joint sets whose convex covers have a common point .. 

more points in Rn can be expressed as the union of two dis­
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A proof of Helly' s theorem,. based on Radon's theorem, 

was first published by Radon in 1921. Radon's proof of 

Helly's theorem is also included in this chapter. As an 

example of Radon's theorem, let X be any subset of R2 con­

sisting of four points (see Figure 6). Radon's theorem says 

this: either one of the points lies in the triangle deter­

mined by the other three, or else the segment joining some 

pair of points intersects the segment determined by the other 

.pair of points. 

...I.l'j 

FIGURE 6 

AN ILLUSTRATION OF RADON'S THEOREM 

Each of the three theorems of Helly, Caratheodory, and 

Radon can be derived from each of the others (see [1,p. 109]). 

Indeed, this is the most astounding fact discovered in this 

investigation. It thus appears that these three results on 

the intersection of convex sets and the representation of 

convex covers are the manifestation of some underlying prop­

erty of Euclidean space. In particular, this relationship 
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is closely connected with the concept of dUality in the 

theory of convexity. The "dual" aspects are the intersection 

of convex sets, on the one hand, and the representation of 

convex covers of sets, on the other. 

Except for the derivation of Radon's theorem from the 

other two theorems, the equivalence of the three theorems is 

established in this chapter. The theorems of Helly and Radon 

are also both proved independently and "directly". Some 

special cases of Helly's theorem for the line and plane are 

first considered, including several different interesting 

proofs for the plane case. 

Helly's theorem in the line and plane. 

THEOREM 3.4. (Helly's theorem for the line) If each 

pair of n segments of a line have a common point, then all 

n segments have a common point. 

PROOF Q Designate the left endpoints of the given seg­

ments by ~, a2' ••• , an and the right endpoints by b1 , b2 , 

b3, ••• , bn • Since the segments aibi and ajb j (i = 1, .. .. , 
nj j = 1, , n) intersect, it follows that the left end­

point ai of the first segment cannot be to the right of the 

endpoint b j of the second segment; in other words, none of the 

left endpoints lies to the right of any of the right end­

points. Let a denote the left endpoint lying furthest to the 

right, b denote the right endpoint lying furthest to the 
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left. If a coincides with b, then a = b is the only point 

belonging to all the segments a1b1' a2b2' ••• ,~bn. If a 

lies to the left of b, then the entire segment ab is con­

in all the given segments•. This completes the proof. 

LEMMA 3.5. Let four convex figures be given in the 

plane, each three of which have a common point. Then all 

four figures have a common point. 

PROOF. A relaxed form of Radon's theorem is used. 

Denote the convex figures by C1' C2' C3' C40 Let a4 be a 

common point of C1 , C2 • C3 , let a3 be a common point of C1 , 

02' C4 , and so forth. Since a1' a2' a3 belong to C4' the 

triangle a1a2a3 is contained in C • Similarly, the triangle
4 

a1a2~ is contained in C~, a1a a4 in C21 and a2a a4 in C1 03 3
See Figure 7. According to Radon's theorem, two cases can 

arise: (1) either one of the points a1' a2' a3' a4 lies 

inside (or on one side) of the triangle formed by the other 

three, or (2) none of the points lies in the triangle formed 

by the other three, that is, the f'our points are vertices of 

a convex quadrilateral. Suppose, for example, in the first 

case, that a1 lies inside the triangle a2a3~. Then a1 

belongs to all four figures. The argument remains valid even 

if the triangle is degenerate. Suppose the second case occurs. 

Then the intersection of the diagonals of the quadrilateral 

belongs to all four triangles under consideration, and hence 
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to all four figures C1 , C2' C3'~. The other cases are all 

similar. This completes the proof. 

(203 

Qz 

FIGURE 7 

THE FOUR FIGURES HAVE A COMMON POINT 

(IF EACH THREE HAVE A COMMON POINT) 

THEOREM 3.6. (Helly's theorem for the plane) Let n 

convex figures be given in the plane, each three of which 

have a common point. Then all n figures have a common point. 

PROOF. The proof is by induction. If the number of 

figures is three or four, then the theorem is true. Assume 

inductively that it is true for k figures. Let C1 , C2 , 

C , ••• , Ck+ be k+1 convex figures, each three of which
3 1 

have a common point~ Denote the intersection of the figures 

Ck and Ck +1 by if~.-~en C
1 

, ••• , C _
1

, C~ are k convex f~g­k 

ures, each three of which have a common point. For by hypot­

hesis there exists a common point for each three o~ the 

,,.., 
I, 
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figures distinct from C·::­ Further, by Lemma 3.5, therek· 

exists a common point of the figures C., C., C~~ (that is, a 
~ J K 

common point of the figures C., C., Ck , Ck+ ' since by hypoth­
~ J 1 ' 

esis each three have a common poi~t). In other words, each 

three of the figures C ' ••• , C _ C~ have a common point.1 ,1 k 

By the inductive assumption, there is a point belonging to 

these k figures, and hence to each of the figures C1 , ••• , 

~, Ck+1- This completes the proof_ 

In general, it is not true that an infinite number of 

unbounded convex figures have a nonempty intersection if each 

three have a common point. Consider, for example, an lIupper" 

halfplane bounded below by some horizontal line. If half­

planes situated llhigher" are adjoined, each three have a 

nonempty intersection. Adjoining more and more such half­

planes, the intersection moves higher and higher and 

gradually "slips away to infinity" with the continual adjunc­

tion of higher halfplanes. See Figure 8. 

FIGURE 8 

THE INTERSECTION OF THE HALFPLANES 

"SLIPS AWAY TO INFINITY" 
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On the other hand l this situation cannot occur if 

bounded figures are considered l for the intersection must. 

then remain in a bounded part of the plane (in fact, the 

boundedness of at least one of the given figures suffices). 

The following is true. 

COROLLARY 3.7. If a finite or an infinite number of 

closed and bounded convex figures in the plane are given 

such that each three have a common point, then they all have 

a common point. 

The preceding discussion is suggestive as to why 

Hally's theorem deals with only two types of families: those 

which are finite and those whose members are closed and 

bounded. This matter is investigated l~ter. 

A different proof of Helly's theorem in the plane is 

now given. This proof is more readily generalized to prove 

Helly's theorem for convex sets in~. The theorem is proved 

here only for four convex figures. The proof for any finite 

number of figures then proceeds by induction g as in the proof 

of Theorem 3.6. 

THEOREM 3.8. Let four bounded convex figures of the 

plane be given l each three of which have a common point. 

Then they all have a common point. 

PROOF. As before, denote the given figures by C1 , C2 1 

°3 1 C4. Let C denote the convex figure which is the inter­
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section of C1 , C2' C3 ­ It is evident, after a moment's 

reflection, that the four given figures have a common point 

if and only if C and C
4 

have a common point. It remains, 

therefore, to prove that C and CL~ have a common point. 

Assume that they do not. Since C and C4 are then two dis­

joint closed and bounded convex figures, there exists a line 

L which strictly separates the two figures (by Theorem 2.40, 

page 22). Assume that the line L is horizontal and that C 

lies above L and C below it, as illustrated in Figure 9. 

I VIA \~1oJ \.,-"":1 L 

FIGURE 9 

A CONTRADICTION TO THE SEPARATION ASSUMPTION 

Since each three of the given four figures intersect, 

there exists a point a12 belonging to C1 ' C2 ' C4' a point 

a13 belonging to C1 , C3 ' C4 and a point a23 to C2' C3' C4· 

All three points lie below the line L (since they all belong 

to C 
4 

). Let a be any point of C (that is, the intersection 

of C1 ' C2 ' C3 ). Since the figures C1 , C2 , C3 are convex, the 
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segment a12a lies in the intersection of the figures C1 and 

C2, the segment a13a in the intersection of C1 and C3, and 

Q23a in the intersection of C2 and C3. Denote by b 12, b13' 

intersections, respectively, of the three segments 

with the line L. In particular,' these intersection points 

belong to the given figures. Thus each two of the figures 

C1' C2' C3 have a common point on the line L. Furthermore, 

each of the three figures has a segment in common with L. 

Since each two of the three segments have a common point, it 

follows that there is a point b of the line L which is common 

to all three segments (by Helly's theorem for the line). In 

particular, the point b belongs to all three of the figures 

01' C2, C3' hence to C. This is a contradiction to the 

assumption that L has no point in common with C, the inter­

section of the figures C1 , C2' C3 • Hence C and C4 intersect, 

so that C1 ' C2' C3 ' C4 have a point in common. This concludes 

the proof. 

It should be noted that the figures were assumed to 

be bounded in the above theorem. This was necessary in order 

to apply the separation theorem, which is valid only for 

bounded figures. However, if the number of figures is finite, 

the proof is still validjfor a closed disk of sufficiently_ 

large radius can be taken such that it at least partially 

covers the intersections of each three of the given convex 
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tigures in the theorem. Since the disk is convex, all such 

intersections are convex, and the problem reduces at once to 

a finite number of bounded convex figures, each three of 

which have a common point. The separation theorem can then 

be applied. This situation is discussed later. 

THEOREM 3.9. (Helly's theorem in space) Let n convex 

bodies be given, each four of which have a common point. 

Then all n bodies possess a common point. 

The following is also true: If infinitely many 

bounded convex bodies are given in space, each four of which 

have a common point, then all the bodies possess a common 

point. The proof is essentially the same as that of 

Theorem 3.8, except that a separating plane is used instead 

of a line. Since Helly's theorem will be proved in the 

general n-dimensional case using this same approach (in 

Helly's proof), the theorem is only stated here as a further 

illustration of Helly's theorem. 

DEFINITION 3.10. Suppose n convex sets 01' 02' ••• , 

On are given in Rn • The distance from a point p to the set 

of convex sets 01' 02' .... , On is the g.:r:.sa..test of the dis­

tances from p to the individual sets 01' 02' ••• , On. 

THEOREM 3.11. Let p be a point of the plane such th~t 

the distance d from p to the set of convex figures 01' .... , 

On is a minimum. Then 
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(i) either there are three of the given figures 0i' 

Cj , Ok for which the points ai' aj' ak nearest to p are at 

a distance d from p and form a triangle containing the point 

within itself; or 

(ii) there are two figures Gi , G for which the pointsj 

ai' a j nearest to p and at distance d from it are the ends of 

a segment containing the point p. 

See Yaglom-Boltyanskii [5, pp. 165-167J for another 

interesting elementary proof of Helly's theorem in the plane 

using Theorem J-.~f1" together with a proof of this theorem. 

The theorem is stated here, not only as a curiosity, but as 

indications of things to come, since essentially the same 

approach is used later in proving Helly's theorem in Rn by 

means of Oaratheodory's. Actually, Theorem 3.11 is an 

elementary variant of Garatheodory's theorem in the plane. 

Also, another interesting proof of Helly's theorem for the 

plane is given in Hadwiger-Debrunner [3, p. 60], using a 

somewhat more general form of Radon's theorem than used in 

Lemma 3.5, page 31. 

Helly's theorem in Euclidean n-space. Helly's theorem 

deals with two·typ~s of families: those which are finite and 

those whose members are all compact. For a family of compact 

convex sets, it is sufficient to prove the result for finite 

families, for then the finite intersection property implies 
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the intersection of such a family is nonempty. For let 

F be a family of compact convex sets, each finite subfamily 

of which has a nonempty intersection, and suppose further 

that the members of F have an empty intersection. Select 

F1 E F. Since the members of F have an empty intersection, 

for x EF1 there exists a member F E F which does not containx 

x. Since F is closed, there exists a neighborhood N(x) ofx 
x such that Nn F = 0. .By the Heine-Borel property whichx 

defines compactness, a finite covering N(x1)' N(x2), ••• , 

N(xk) of F1 is thus obtained such that members FXi E F exist 

such that N(xi) n Fx . = 0 (i = 1, ••• , k). Then 
l. 

F1nFx1nFx2n ••• n FXk = 0, 

a contradiction, since every finite subfamily of F has a 

nonempty intersection. The following theorem enables one to 

work with bounded closed sets. 

THEOREM 3.12. Suppose K = {K1 , ••• KNl is a finiteI 

family of N convex sets (in some linear space), each n+1 of 

which have a common point. Then there exist N convex (com­

pact) polyhedra Pi (i = 1, ... N) such that PiC. Ki~ 

(i = 1, ••• , N); and such that every n+1 of them have a 

nonempty intersection. 

PROOF. Consider all possible ways of choosing n+1 

members of K, and for each such choice select a single point 

in the intersection of the n+1 sets chosen. Let J be the 
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finite set of all points so selected. For each KiE K let Pi 

be the convex cover of ~nJ. Then each Pi is a convex poly­

hedron and each n+1 of the sets P have a common point. 

Also, any point common to all the sets Pi must lie in the 

intersection of the family F. Thus, for a finite family of 

convex sets, Helly's theorem may be reduced to the case of a 

finite family of compact convex polyhedra. (Compare this 

argument with that on page 36.) In particular, the separa­

tion theorem can then be applied to the compact sets thus 

obtained. 

The literature contains many proofs of Helly's 

theorem. Three proofs are presented in this section: (1) 

Helly's own proof; (2) Radon's proof (using Radon's theorem); 

and (3) a proof by means of Caratheodory's theore~. Each 

approach adds further illumination, and in many cases these 

different characterizations lead to different generalizations 

and results. 

Helly's own proof depends on the separation theorem 

for convex sets in Rn and proceeds by induction on the dimen­

sion of the space. Among the many proofs, his is the most 

geometric and intuitive. Refer to Figure 9, page 35, for 

the case n = 2. 

PROOF (1). (Helly1s) The theorem is obvious for RO. 

(It is also true for R1 and R2, but this fact is not needed 
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in the present argument.) Assume inductively that it is 

true for Rn- 1 • Let F be a finite family of at least n+1 

compact convex sets, each n+1 of which have a common point. 

Suppose the intersection (IF is empty. Then there are a 

subfamily FI of F and a member A of Fr such thatnFr = 0, 

but such that n(Fr"{A}) = M of; 0. Since A and M are disjoint 

nonempty compact convex subsets of Rn , the separation theorem 

guarantees the existence o~ a hyperplane H in Rn such that A 

lies in one of the open halfspaces determined by H and M lies 

in the other. -Let J denote the intersection of some n members 

of Fr\ {A!. Obviously J :>M. Since each n+1 members of F have 

a common point, J must intersect A. Since J is convex, in 

extending across H from M to A it must intersect H, and thus 

there is a common point for each n sets of the form Gn H with 

G EFr'\.{Al. From the induction hypothesis as applied to the 

(n-1 )-dimensional space Hit follows that Mn H is nonempty, 

a contradiction, thus completing the proof. 

Hellyrs proof above can be found in [1, pp. 106-107J, 

[4, pp. 70-71]. According to [1, p. 106], essentially the 

same proof was given by K8nig (see page 1). The next proof 

is due to Radon. It is a very elegant algebraic proof and 

uses Radon's theorem stated above (see page 28). 

PROOF (2). (Radonrs) Let Fi (i = 1, ••• , r) be r 

members of the given family F of convex sets, where r~n+2. 
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The proof is by induction on r. Suppose every r-1 members 

of fFi (i = 1, ••• , r)} have a point in common. It remains 
r 

to prove n Fi -I- 0. By the inductive hypothesis applied to 
i=1 

the subfamily which consists of the whole family except F j , 

there is a point x(j) = (x~j), ••• ,~j)) which belongs to 

F3 if i -I- j. The equations
J. 

~ aJ.x~j) = 0 (k = 1,... , n), 
J=1 

r
La. = 0,
j=1 J 

form a set of n+1 equations in the r unknowns a1' ••• , are 

Since r>n+1, these equations have non-trivial sets of solu­

tions. For one such solution denote by a~ , ••• , ai those 
-'-1 k 

a that are non-negative and by ah ' ••• , ahr_k those that
1 

are negative. Define the point y = (Y1' ••• 'Yn) by 
(i )

Yk = 0: ai xk r, )/(L a i ). 
r r r r 

Since x( i r )EFi if i -I- i r , iOt follows that y E Fi by 

Theorem 2.4, page 7, provided i -I- i1, ••• , ik, i.e., y 

belongs to Fn , ••• , Fn • But according to the system of 
1 r-k 

equations above, 

Yk = (L: (-ah )x~hs))/(L -ah ), 
s s s s 

and thus y also belongs to F. , ••• , F~ • Thus Y is a point
~1 "'k 

common to all the sets Fj' j = 1, ••• , r. Hence, by induc­

tion, the members of each finite subset of the family F have 

a point in common. By compactness, this implies that all 
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SUPPORTING HYPERPLANES AT lffiAREST POINTS 

PROOF (3). (using Caratheodory's theorem) The proof 
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vex sets satisfying the conditions of Helly's theorem, but 

members of F have a point in common. This completes the 

is by contradiction. Suppose there is a collection of N con-

that there is no point common to all the members. Suppose, 

also, that the sets C1 , ••• , CN are compact. Let x be any 

point of an. There exists a point xo such that f(x) = 

max d(x,Cr ) attains its least value at x = xO. Also 
1~r~N 

f(xO) > O. .Among the Cr there are some, say C1 , ••• , ~, 

which are such that f(xO) = d(xO'Cr ), (r = 1, ••• , k). 

Suppose that x r E Cr and Ixo - Xrl = f(xO)' r = 1, ••• , k. 

(See Figure 10 for the case n= 2.) ~he points Xr exist 

because each Cr is compact; each x r is unique because each 

Or is convex. Then Xo E C(x1 ' ••• , xk ); otherwise, f (xO) could 
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be reduced by moving Xo towards C(x1 , ••• ,Xk ). By 

Caratheodoryts theorem there is a subset of the points x1' 

X2, ••• , xk consisting of at most n + 1 members, say x1, 

x2' ••• , x s ' such that Xo E C(x1' ••• ,xs )' Then 
s 

XC = L arXr (ai~ 0, a1 + ••• + as = 1). 
r=1 

The hyperplane through Xr perpendicular to xOxr supports Cr 

at Xr. Thus if Y f Cr' then 

(y - xo)· (Xr - xo) ~ ( / Xo XrD 2 > 0 (r = 1, ... , k) , 

since none of the Xr coincide with XC' r = 1, ••• , k. Thus 

if y E Cr' r = 1, ••• , s (such a point exists since s ~ n+1 

by the hypothesis of Helly's theorem), 

o	 = (y - XQ)·(xO - XC) 
s 

= (y - x O)· ( I: ~ (x - Xc) ) 
s r=1 r 

= L. a (y - xO)· (~ - xO)rr=1 
> 0, 

since all ar ~ 0 and at least one a r > O. This contradiction 

establishes Helly's theorem in the case when the sets are 

compact" 

The literature contains many different approaches to 

Hellyts theorem. Eggleston [2] employs Caratheodory's 

theorem, which is closely connected to the approach by means 

of the dual cone. Valentine [4J employs Caratheodory's 

theorem and the duality theory of convex cones. Hadwiger 

has obtained Helly's theorem and other results by an appli­
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cation of the Euler-Poincare' characterization (see, e.g., 

Hadwiger-Debrunner [3J). Levi has developed an axiomatic 

approach based on Radon's theorem, and additional proofs of 

Helly's theorem have been given by Krasnoselskii, R. Rado 

and many others (see [1, p. 109J). Relly has also proved 

a topological generalization by means of combinatorial 

topology; this approach has lead to many interesting prob­

lems, but it remains to be fUlly exploited. Finally, for a 

complete bibliography of these various results, consult the 

compendium Danzer-GrHnbaum-Klee [1]. 

II. THE THEOREMS OF CARATHEODORY AND RADON 

In this section Radon's theorem is proved. The theorem 

of Caratheodory is deduced from the theorems of Helly and 

Radon, and an extension of this theorem is also proved. 

Proof of Radon's theorem. In terms of a basis in ~, 

the set of n + 1 equations corresponding to 

a1 x 1 + a2x 2 + ••• + arxr = 0 

a1 + &2 + ••• + a r = 0 
~~ 

has a nontrivial solution ay, a2, ••• , ~, since r ~n+2. 

At least two of the numbers at, a2f ... , a~ must have oppo­

site signs. Without loss of generality, suppose ar~O if ­

i = 1, •• 0 , j and ak'<. 0 if k = j +1, ••• , So Also 
rj .­

~ a'; >0 , L. a~ <.0. 
i=1 

~ 

k=j+1 
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j " 

Then, if t ::: L ai, 
i:::1 j r
x::: L (af/t )Xi ::: L (a~/-t)xk· 

i:::1 k=j+1 
This completes the proof. 

Deduction of Caratheodory's theorem from Radon's. 

Consider a set X cIP and a point x E C(X). According to 

Theorem 2.24, page 16, there is some integer k such that 

x = a1 ~ + ••• + a0k' ai:? 0, a1 + ... + ak ::: 1, Xi CX. 

It remains to show that an expression can be found for x with 

k ~n+1 • Let k be the smallest integer such that x can be 

represented as above and suppose k~n+2. Then by Radon1s 

theorem there exist numbers b1 , ••• , bk not all zero such 

that 

b1x1 + ••. + b~k ::: 0, b 1 + ••• + bk = O. 

Let V ::: {i : b i < O} and let j E: V be such that r j ::: aj/b j?ai/bi 

for all i c V. Then 

X ::: (a1 + r j b1 )x1 + ••• + (ak + rjbk)xk' 

ai + r jbi ~O (i = 1, ••• , k), 

(a1 + r j b1) + .... + (ak + r j bk ) ::: 1. 

Since the coefficient of Xj is zero, it follows that x is a 

convex combination of k - 1 points of X. This contradicts 

the choice of k and establishes the theorem of Caratheodory. 

Deduction of Caratheodory1s theorem from Helly's. The 

case of Caratheodory's theorem is proved in which the given 
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set X is compact. Let y E C(X) • It can be assumed that y is 

an interior point of C(X); otherwise, C(X) is supported at y 

by a hyperplane, say H, and y E C(X nH) • If Y is an interior 

point of C(Xn H), then the argument can proceed with XnH 

instead of with X. Otherwise, the process is repeated until 

a flat Q is reached such that y is an interior point of 

C(XnQ) relative to Q. Therefore, it is assumed that y is an 

interior point of C(X) • If Y EX, there is nothing to prove. 

If y i X, then for each point x Eo X denote by T(x), W(x) the 

closed half-spaces bounded by the hyperplane through x per­

pendicular to xy (see, e.g., Figure 11). W(x) is the half­

space which contains y. Now the set (\ T(x) is empty. For 
xEX 

suppose it contained a point z. Let H be the hyperplane 

W(-~) 

T(.,L&) 

FIGURE 11 

THE INTERSECTION OF THE HALF-SPACES IS EHPTY 
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through y perpendicular to zy. There is a point, say xo' of 

X separated from z by H. Then the hyperplane perpendicular 

to xoy through Xo does not separate y from z, a contradiction, 

since z cT(xa) and y E:~oJ(xa). Since each T(x) is convex it 

follows from the converse of ReIly's theorem that there are 
s 

s points, s ~n+1, x1' ••• , X of X such that nT(xi) = 0.s 
~=1 

But this implies that y E C(X1 ' ••• ,x ); otherwise, there iss 

a hyperplane Q strictly separating y from C(x1 ' ••• ,x ).s 

Let the halfline that terminates at y, which is perpendicular 

to Q, and which meets Q be L. Then L meets every T(xi) and 

all of L except a finite segment is contained in T(xi). But 
s 

this implies that n T(xi) # 0. This last relation is false, 
i=1 

and hence y E C(X ' ••• ,x ) and Caratheodory's theorem is1 s 

proved. 

An extension of Caratheodory's theorem. An extension 

of Caratheodory's theorem is proved here in which it is 

assumed that X in Rn has at most n components. 

DEFINITION 3.13. A convex set C in Rn which has at 

least two points is called a convex cone with vertex y if for 

each a ~O and for each x (: C, x f:. y, then (1 - a)y + ax E: C. 

A cone which is a proper subset of a line is a ray. 

THEOREM 3.14. Let X be a subset of Rn with at most 

n components, and let y E: C(X). Then there is a set of s 

points x 1 ' ••• , X all belonging to X with s~n such that s 
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z = sy + t(a2x2 + ••• + ~+1x~+1)' 

CONES SUBTENDED AT A POINT BY SIMPLEXES 

Consider for definiteness the cone C1. By definition, its ­

points z are of the form 

Y is a point of the simplex whose vertices are x 1 ' ••• , x s • 

PROOF. Let y be any point of C(X) •. By Caratheodory's 

theorem, there are s points of X with s ~n+1, y E-G (x1' ••• x s ) • 

If s < n+1, the theorem is true. Suppose then that s = n+1. 

Then 

y=b1x 1 + ••• +bn+1~+1 (bi~O, b 1 + ••• +bn +1 = 1), 

where if any bi = 0, the theorem is true, so suppose b i > 0 

(i = 1, ••• , n+1). Let xi be the reflection of xi in y, 

Le., xl = 2y - x (1 ~ i ~n+1 ). Let C. be the cone subtended . ~ J 

at y by the simplex whose vertices are the n points x1 ' ••• , 
xj_1' xj+1' ••• , x~+1 (see Figure 12 for the case n = 2). 
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where ai ~ 0, a2 + ••• + an+1 = 1, s + t = 1, t ~O. 

Take y to be the origin. Then 

, ,
z = a2x2 + ••• +	 (ai~O, 2~i~n+1),an+1XTI+1 

and similarly for the sets Cj , 2 ~ j ~ n+1 • It follows that 
, 

x· = -x·J J 

= (1/b j )(b1x 1 + ••• + b j _1xj_1 + b j +1xj+1 + ••• + bn+1An+1 )· 

Thus Xj is an interior point of Cj. Since there are n+1 

cones each containing points of X, and since X has at most 

n components, there is at lea~t one point of X in the bo~~d-

ary of one of the cones Cj. Suppose, for example, that 

p EXnBd C1• Boundary points of C1 are points z of the form 
, .

above in which at least one of the numbers a2' ••• , an+1 ~s 

zero. Suppose then that a2 = 0, say 

(C ~ 0, i = 3, ••• , n+1).p = c3x3+ ••• + cn+1x~+1 i 
~ 

Then y	 = 0 

= (p + c x + ••• + c +1x +1 )/(1 + c + ••• + cn+1 ).
3 3 n n 3 

Taus y is a point of the simplex whose n vertices p, x3' 

x4' ... , Xn+1 all belong to X. The other possible cases 

are all simil~ and the proof of the theorem is complete. 

The least number of points in Caratheodory's theorem 

cannot be reduced any further by imposing even more severe 

conditions on the connectivity of X. For example, if x 1 ' 

x2' ••• , Xn+1 are the vertices of a non-degenerate simplex 

in Rn and X is the n segments x 1xi' 2 ~ i ~n+1, then X is 
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connected, but there are points of C(X) that are not con­

tained in any simplex which has s vertices all belonging to 

X where s ~ n-1 • 



CHAPTER IV 

APPLICATIONS OF HELLY'S Th~OREM 

A number of interesting results which can be proved 

with the aid of Helly's theorem are given in this chapter. 

I. KIRCHBERGER'S THEOREM 

In this section an example is given of the use of 

Helly's theorem to prove a result due to Kirchberger. 

THEOREM 4.1. (Kirchberger's theorem) Let X and Y be 

two finite subsets of Rn • If for every subset S consisting 

of n+2 points selected from the union XUY it is possible to 

find a hyperplane that strictly separates SnX from Sny, 

then there is a hyperplane that strictly separates X from Y. 

This the.o.rem was- formally established by Kirchberger 

in 1902. The following proof was given by Rademacher and 

Schoenberg in 1950. It is of interest to note that the 

original proof, which did not employ Helly's theorem, is 

nearly twenty-four pages long. 

PROOF. For each x = (x" •• ~ ,~) E X and y = 

(Y1' ••• ,Yn ) f Y, define the open halfspaces J x and ~ in 

Rn+1 by 

(a1 , ••• , ~, b) E- J x if a1x1 + ••• + ~~ + b > 0, 

(a1 , ••• ,an,b) E ~ if a1Y1 + ••• + anYn + b<O. 



53 

By hypothesis, each n+2 of the halfspaces {J : x EX} Ux 

{~ : y f Y} have a point in common, and hence by Helly 1 s 

theorem there is a point common to all of them. This point 

is, say, (a1, .•. ,~,b'), and the sets X and Y are strictly 

separated by the hyperplane a1z1 + ••• + ~zn + b' = 0, where 

z = (z1' ••• ,zn) ERn. This completes the proof. 

The number n + 2 used in the theorem cannot be reduced. 

Consider, for example, the case in which X is the vertices of 

a regular simplex and Y is the centroid of the simplex. Then 

every subset S consisting of n + 1 points of X UY is such 

that SnX can be separated from Sny, but X cannot be 

separated from Y. In R2 , for instance, X would be the 

vertices of an equilateral triangle and Y would be the cent­

roid, that is, the "center ll 
, of the triangle. 

II. ESTINATES OF II CENTEREDNESS" 

The applications presented in ~his section indicate 

that for an arbitrary set there are points which behave 

approximately like a center of the set. 

DEFINITION 4.2. Let S be a set of points. If for 

each point of the set S there is a point of S such that the 

segment joining the two points is always bisected by the 

same point 0, then 0 is called the center of symmetry (or 

simply the center) of S. 
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It follows from this definition that the center of a 

convex set is a point which besects every chord passing 

through it. Since every set does not have a center of sym­

metry, the following estimates are presented to show to what 

degree certain arbitrary sets are llcentered tl 
• 

THEOREM 4.3. Let n points be given in the plane. 

Then there exists a point 0 in the plane such that on each 

side of any line L through the point 0 there are at least n/3 

of the given points (including points on the line itself). 

PROOF. Let P1' P2, ••• , Pn be the given points. 

Consider all closed halfplanes which contain more than two-

thirds of the given points (including points on the boundary 

lines of the halfplanes). It is then asserted that each 

three of these halfplanes have a cororaon point. For suppose 

R" H2 , H3 are any three such halfplanes. Let HI be the 

complement of H. Then (~n H2 n H ) I = H1 U H2UH3• Since
3 

each Hi contains less than n/3 of the given points, it follows 

that It] U H2 UH3 contains less than n points (of the set) and 

so H1n H2 (\H contains at least one point of the set. This3 
proves the assertion. Helly's theorem then implies that 

there is a point 0 common to all of the halfplanes under con­

sideration. The point 0 is now shown to be the desired 

point. Let L be any line through 0 and assume it has been 

given a definite direction. Let P be either of the half-

planes into which L divides the plane, say the half-plane to 
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the left of L. There are at least n/3 of the given points in 

the halfplillle P (including the line L). For suppose the 

contrary. Then there are more than 2n13 of(jhe n given 

points to the right of L, not counting those that belong to 

L itself. Consider the line M parallel to and to the right 

of L and sufficiently close to L so that none of the given 

points lies between L and M. Then there are more than 2n/3 

points to the right of M. Hence the halfplane to the right 

of M must contain the point 0, a contradiction, since ° lies 

on the line L and is to the left of M. Thus the halfplane 

P contains at least n/3 of the given points. 

M 

• . ~ ~ 
i
 

FIGURE 13 

EACH HALFPLANE CONTAINS AT LEAST 

ONE-THIRD OF GIVEN POINTS 

THEOREM 4.4. Let a bounded curve K of length L be 
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given in the plane (consisting possibly of separated pieces). 

Then there is a point of the plane such that each line 

through the point divides the curve K in two parts, each 

having a length of not less than L/3. 

THEOREM 4.5. Let C be a plane bounded figure (con­

sisting possibly of separated pieces) vrith area S. Then 

there is a.point in the plane such that every line through 

the point divides the figure into two parts, each having an 

area of not less than s/3. 

The estimates in the preceding theorems cannot be 

~mproved. For example, three non-collinear points constitute 

a set of points admitting no point 0 such that on each side 

of any line through 0 there are more than n/3 of the three 

points; three non-intersecting small circles about the 

vertices of a triangle furnish an example of a curve K for 

which the estimates cannot be improved. 

THEOREM 4.6. Let S be any finite set of points in 

space. Then there is a point 0 such that every closed half­

space bounded by a plane through 0 contains at least n/4 

points of S. 

PROOF. Let P1 , P2 , ••• , P be the given points.n 

Consider the set of all closed halfspaces which contain more 

than 3n/4 points of S. It is asserted that each four of 

these halfspaces have a common point. Helly's theorem can 
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then be applied to conclude the existence of a point 0 com­

to all such halfspaces. To prove the assertion, let H1, 

H2, H3 , H4 be any four closed halfspaces each containing more 

than 3n/4 points of S. Let HI be the complement of H. It 

is knovrn that (H1n H2 n H nIt.) I ::: H1U H2U H.-3 u H4. Since the
3 

Hi each contain less than n/4 points of S, it follovls that 

H1U H.z U H3UH4 contains les s than n points of Sand hence 

n ~ contains at least one point of S. This provesH1n H2 n H3 

the assertion. It remains to show that the point 0 is the 

desired point. Suppose the contrary. Then there is a plane •
i 

P through 0 which bounds a closed halfspace containing less •• 
than n/4 points of S. The opposite open halfspace H will 

contain more than 3n/4 points of S. Let pI be the plane 

parallel to P passing through the points of SnH closest to 

P. The closed halfspace HI bounded by pI and lying in H 

contains more than 3n/4 points of S, but HI does not contain 

O. This .contradiction completes the proof. 

Tti~OREM 4.7. Let S be a bounded set of points in 

space having volume V. Then there is a point 0 such that 

every closed half space through 0 intersects S in a set of 

volume at least V/4. 

THEOREM 4.8. Inside every bounded convex figure C _ 

there exists a point 0 such that every chord AB of C which 

passes through 0 is divided into two segments AO and BO, each 
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of whose length is not less than 1/3 the length of the seg­

ment AB. 

PROOF. Let C be a given convex figure and let A be 

any boundary point of C. Consider all possible chords of the 

figure C through A and layoff on any chord AB the segment AD 

'-lhose length is 2/3 the length of AB. Refer to Figure 14. 

Now all of the points D thus obtained form ·~he boundary of a 

certain figure CA which is similar to the figure C and which 

lies in a position similar to the figure C. The point A is 

the center of similitude and 2/3 is the ratio of s~ilarity. 

~et 0 be the point whose existence is to be proved, and let 

AS be a chord of the figure through this point. Since by 

defini tion of the point 0 the inequality AO ~ 2/3AB must hold, 

the point 0 must belong to the figure CA. The assertion in 

the theorem is eouivalent to the assertion that there exists ... 

a point 0 belonging to every figure CA whose center of sim­

ilitude A lies on the boundary of C and whose ratio of sim­

ilarity is 2/3. Since all the figures CA are convex (that 

is, since all figures similar to a convex figure are convex), 

it is sufficient, by Helly's theorem, to show that any three 

of the figures under consideration have a common point. Let 

CA, CB' and Cc be three such figures similar to the figure C 

whose centers of similitude are the boundary points A, B, and 

C respectively. Draw the three chords AB, BC, and AC of the 
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figure C. Let M, N, and P be the TIlidpoints of the triangle 

ABC and let Q be the intersection of the medians AM, EN, and 

CP of this triangle. The point M belongs to the figure C. 

According to a well-known property of the medians of a tri­

angle, the segment AQ equals 2/3 AM; hence the point Q belongs 

to the figure CA. Similarly, Q also belongs to the figures 

CB and CC. Thus CA' ~, and Cc possess a common point. The 

proof is complete. 

•
i 

FIGURE 14 

A FIGURE SHULAR TO A CONVEX. FIGURE 

(WITH CENTER OF SIMILITUDE A) 

The estimate in the preceding theorem cannot be 

improved. Within a triangle there is no point 0 such that 

both segments of each chord through 0 are greater than 1/3 

of the entire chord. ·For let 0 be an interior point of the 

triangle ABC (in Figure 15) and let D, E and F be the respect­
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ive intersections o~ OA, BO, and CO with the sides BC, AC, 

and AB o~ the triangle. I~ DO >1/3DA, then 0 lies in the 

interior (not the boundary) of the triangle cut off from ABC 

by a line parallel to BC and passing through the intersection 

M of the medians. I~ EO )1/3EB then 0 is similarly situated 

within the triangle cut o~~ ~rom ABC by a parallel to AC 

throughM. If FO )1/3FC, then 0 lies within the triangle cut 

off from ABC by a parallel to AB through M. These three tri­

angles have ~o common interior point; hence no such point 0 

of triangle ABC can exist. 

FIGURE 15 

THERE EXISTS NO POINT 0 WITHIN A TRIANGLE SUCH THAT 

BOTH SEGMENTS OF ALL CHORDS THROUGH 0 ARE GREATER 

THAN 1/3 THE LENGTH OF THE CHORD 

The next result is a generalization of Theorem 4.8. 

c 

A 

B r ) , ,P 'I 1\/ \/ I I)M. 
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The proof is due apparently to Yaglom-Boltyanskii [5J. Radon 

also proved that the centroid of a convex body has the stated 

property (see [1, p. 115J). 

TKEOREH 4.9. If C is a convex body in Rn , there exists 

a point z E C such that for each chord uv of C Hhich passes 

through z, (I z-uJ )I(/v-u I)~ nI (n+1 ) • 

PROOF. For each point x E C, let Cx = x + n(n+1 )-1 (C-x). 

It is claimed that n C f. 0. By Helly's theorem, it sufficesx 
x~C 

to show that if x1' •.• , xn+1 are any n+1 points of C, then 
n+1 n+1n CX' includes the point y = (n+1)-1 LXi. This is true,
i=1 1 i=1 
since for each j it is true that 

y = x· + ....E...-(l Lx· - x·) Ex· + -.-E....( C-x .).
J n+1 n i;i j 1 J J n+1 J 

Consider an arbitrary chord uv passing through the point 

zEn CX. Then zEu + ....E...-(uv - u), whence z = u + ~1s(v-u)
n+1 n+

x~C 

for some s, 0 ~ s ~ 1. Thus 

Iz-ul/lv-ul = sn/(n+1)~ n/(n+1), 

completing the proof. 

III. TRANSLATION AND COVERING PROBLEMS 

The following translation problem brings out the 

relation between covering and intersection properties of 

convex sets. 

TREOREM 4.10. Let K = {Ka : a E A} be a collection of 

compact convex sets in Rn containing at least n + 1 members, 
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let C be a compact convex set. If for each set of n+1 mem­

bers of K there exists a translate of C which intersects (is 

contained in; contains) all n+1 of them, then there exists 

such a translate of C which intersects (is contained in; 

contains) all the members of K. 

PROOF. For each KaE K, let K~ =[xE Rn : (C+x)rK },a

where r means lIintersectsll or lIis contained in" or "contains". 

Then K~ is convex. For instance, if r means 11 contains II, then 
II 

if KEl,CC + x1, KaCC + x2, it follows that KaCC + tX1+(1-t)x2, 

t~O, for if x = Y + x1 = z + x2, x ~Ka, yE c, z EC, then 

x = ty + (1-t)z + tX1 + (1-t)x2, so that xEC + tX1 + (1-t)x2. 

Hence tX1 + (1-t)x2E-K~ and K~ is convex. It is also compact. 

By hypothesis, every n+1 of the members of [K~ a €: A} have 

a point in common. Hence there exists a point q common to 

all K~ by Helly's theorem, and C+q is the desired translate 

of C. 

Theorem 4.10 is a generalization of Helly's theorem, 

for the latter results when C consists of a single point and 

r means "intersects ll or 'lis contained in". The theorem is 

especially useful for various covering problems when the 

familyK consists of one-pointed sets, as the following 

corollaries show. 

COROLLARY 4.11. Let n points be given in the plane 

such that each three of them can be enclosed in a circle of 
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radius 1. Then all n points can be enclosed in a circle of 

radius 1. 

Although Corollary 4.11 follows readily from 

Theorem 4.10, a "direct" proof is given here for simplicity. 

PROOF. It is necessary to show there exists a point 

a of the plane (the center of the desired circle) whose 

distance from all the points is not greater than 1; or 

equivalently, that there exists a point 0 of the plane which n 

belongs to all the circles of radius 1 about the given points. 

According to Helly's theorem, it suffices to show that any 

three of the circles (about any three of the given points) 

intersect. By virtue of the hypothesis, any three points 

can be enclosed in a circle of radius 1. The center of this 

circle is a point belonging to the three unit circles about I 
I 

I 
the three points, say A, B,. D(since it is, at most at distance I 

I 

I1 from each of the three points). 
••
I

FIGURE 16 

THE CIRCLES ABOUT THE THREE GIVEN POINTS INTERSECT 
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Tne next result is of some interest in itself. 

COROLLARY 4.12. A class of convex set in Rn is such 

that to every subclass of n+1 members of the class there 

corresponds a point whose distance from each of the n+1 con­

vex sets is less than or equal to a fixed positive number d. 

L~en there is a point whose distance ~rom each convex set of 

the whole class is less than or equal to d. 

COROLLARY 4.13. If X is a subset of Rn and each n+1 

or fewer points of X can be covered by some translate of the 

convex body C in Rn , then X lies in some translate of C. 

THEOREM 4.14. Suppose a convex set in Rn is covered 

by a finite family of open or closed halfspaces. Then it is 

covered by some n+1 or fewer of these halfspaces. 

This theorem illustrates the use of Helly1s theorem 

in the contrapositive. 

PROOF. Let H = {~, H2 , ••• , ~} be the family of 

halfspaces covering a convex set C. Let Hi denote the comp­

lement of Hi relative to C. Then HI = [H~, H~, ••• , H~} is 

a finite family of convex sets whose intersection is empty, 

so by Helly1s theorem there are n+1 or fewer sets in this 

family whose intersection is empty. This completes the proof. 

IV. A CHARACTERIZATION OF STARSHAPEDNESS 

DEFINITION 4.15. A set S is said to be starshaped 
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T,{i th respect to the point P of S, starshaped from P, if and 

only if for each point Q of S the entire segment PQ lies in S. 

DEFINITION 4.16. If x and yare points of a set S eRn, 

y is said to be visible from x (in S) provided xy CoS. 

DEFINITION 4.17. Polygons having the property that 

all segments which join a given interior point with all bound­

ary points of the polygon also lie in the polygon are called 

star-shaped polygons. (See Figure 17.) 

FIGURE 17 

A STAR-SHAPED POLYGON 

The following theorem is a characterization of star­

shapedness for polygonal domains. 

THEOREM 4.18. (Krasnosel1skii1s theorem) If a domain 

in R2_ i.s' bounded by a simple closed polygon, and if for each 

three sides of the polygon there is an interior point from 

which these three sides are visible, then there is some point 

of the domain from which all the sides are visible. 
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The following picturesque form is given by Yaglom­

Boltyanskii~J: If for each three paintings in a gallery one 

can find a place fro~ which all three can be viewed, then 

there must be a place in the gallery from which all its 

pictures are visible. 

PROOF. Let K be the given polygon. Let K be given a 

positive orientation on its boundary, each side of K being 

directed so that, when traversing the boundary in this sense, 

in the neighborhood of each side interior points of K lie to 

the left. Let AB be a side of the polygon lying on the line 

L. Assume L has the SMQe direction as the side AB and denote 

by H the halfplane to the left of L. H will be called the 

1I1eft halfplane of the polygon K with respect to the side 

AB lI 
• It remains to prove that there is a point 0 belonging 

to the left halfplanes with respect to all the sides of the 

polygon K and that this point satisfies the conditions of the 

theorem. According to Helly's theorem, it suffices to show 

that any three of the left halfplanes have a common point. 

Let H1 , H2, H3 be the three left halfplanes with respect to 

any three sides of the polygon K and let A1 , A2 , A3 be any 

points on the corresponding sides. By hypothesis, there is 

a.."1 interior point 11 of K from which these three sides are 

visible, that is, the segments A1M, A~1, A3M, in particular, 

lie inside the polygon K. It follows that when the three 



sides are traversed, the point M lies on the same side as 

the the interior points of the polygon K, that is, to the 

left. Thus M lies in all three halfplanes H1 , H2 , H3• 

As an illustration see Figure 18. Let 0 be a common point of 

all the left halfplanes of the polygon K with respect to its 

sides (by Helly's theorem). It remains to show that 0 is 

the desired point. First it is shown that 0 lies inside K. 

Refer to Figure 19. Assmae that 0 lies outside the polygon 

K and that X is the boundary point of the polygon K which is 

nearest to the point 0 (or one of several nearest boundary 

points). Then the se~aent OX, except for the point X, lies 

entirely outside K. If the point X were a vertex of the 

polygon K, then a point sufficiently close to X could be 

chosen on one of the two sides through this vertex such that 

it would not be a vertex of the polygon and such that, except 

for the point itself, the entire segment connecting it with 

o would lie outside the polygon. In other words, if 0 lies 

outside K, then a point X of K CCi..J."1 be :found Hh..i.ch is not a 

vertex and such that except for X the segment OX lies outside 

K. In particular, if AB is the side on l~hich X lies, then 0 

is on the same side of AB as the exterior points of the poly­

gon, that is, to the right, a contradiction. Hence 0 lies . 

within K. It remains to show that the entire segment OC lies 

within K if C is any point of the polygon K. Assume the 
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FIGURE 18
 

EACH THREE LEFT a~FPLANES HAVE A COMMON POINT
 

.... .... 
"­

"­ .... .... 

F'IGURE 19
 

THE POINT 0 LIES INSIDE THE POLYGON K
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contrary and let }1 be a point of the segment OC "Hhich lies 

exterior to the polygon K (see Figure 20). Let P be the 

point of intersection of the segment ~1 with the boundary of 

K nearest to M. If P is not a vertex of K and AB is the side 

on which P lies, then the point 0 lies on the same side of 

AB as M, that is, on the same side as the exterior points of 

the polygon, thus in the right halfplane with respect to AB, 

a contradiction that 0 belongs to all the left halfplanes of 

K. If P is a vertex of K, then on each of the sides through 

P a point' P' sufficiently close to P can be found 1.-Jhich is 

not a vertex of K and such that on the segment Opt there is 

a point N' outside the polygon K. The above argument is then 

repeated. It follows that all sides of the polygon K are 

visible from O. Tnis completes the proof. 

Tne preceding theorem holds not only for polygons, but 

for any plane figure. Since there are then infinitely many 

left halfplanes, and because of the unboundedness of the 

halfplanes, Helly's theorem ca~~ot be applied ~ediately; 

however, it is nevertheless still valid as follows. For each 

left halfplane a square is chosen that has one side on the 

boundary line, contains the "side" (which may be degenerate) 

of the figure lying on the boundary line, and in addition is 

so large that it entirely contains the part of the figure 

that "lies in the left halfplane. In this way, the problem 
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is reduced to bounded "1e ft squares" and Belly's theorem is 

then valid. 
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FIGURE 20
 

THE POLYGON IS STAR-Sa~PED WITH RESPECT 

TO T"rIE PO INT 0 
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A rigorous proof of the general n-dimensional case of 

Theorem 4.18 is now given. 

THEORD14.19. Let S be an infinite compact subset of 

Rn, and suppose that for each n+1 points of S there is a point 

from which all n+1 are visible. Then S is starshaped (with 

respect to some point). 

PROOF. For each xES, let Vx = {y : [xy]CS}. The 

hypothesis is that each n+1 of the sets Vx have a co~~on 

point, and it remains to prove that nVx i- 0. By Helly 1 s 
XE-S 

theorem, there exists a point yEn c(Vx ), and it 1-Jill be 
xES 

proved that yEn vx • Suppose the contrary. Then there 
XE-S 

exist xE S, Ut[Yx)--'l-S, and there exists x' C: Sn[ux] 1-lith 

Lux1)nS == 0. Further, there exist w E' (ux') such that 

!1,r-x'l = (1!2)d(u,S), and v Eo [uwJ and xo E S such that 

!xo-vl = d([uw],S). Since XC is a point 0 S nearest to v, 

it is evident that VxO lies in a closed half space Q which 

misses v and is bounded by the hyperplane through xo perpend­

icular to (vxO]." But then y E C(VxO ) C Q and 4-YXov 3-'0/2, 

whence4xoV\JL1Y'2. Since d(v,S)~d(w,S)":::::d(u,S), it follows 

that u P v and hence some point of [uv) is closer to Xo than 

v. This contradicts the choice of v and completes the proof. 

V. APPLICATIONS TO APPROXIMATION THEORY 

OF POLYNOHIALS 

Some important results in the field of analysis 
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related to the approximation of functions by polynomials 

have been obtained with the aid of Helly's theorem. This 

section is devoted to a general investigation of the way in 

which this part of mathematics has been approached by means 

of Helly's theorem. 

DEFINITION ~.• 20. A common transversal for a family 

of sets is a line which intersects every set in the family. 

The follovling 'Gheorem due to Santalo' is a consequence 

of Helly's theorem and has important applications in analysis • 

. THEOREN 4.21. Let S be a finite collection of parallel 

line segments in the plane. If for every three members of S 

there is a line which intersects all three, then there is a 

line which intersects all members of S. 

PROOF. Choose a coordinate system with the y-axis 

parallel to the given segments. Let Pi(xi,yi) and Qi(xi,yi) 

be the endpoints of the ith segment where Yi ~yi. If the 

line y = fiX + b intersects the ith segment, then 

I /I
Yi .:;;; rtlXi + b ~ Yi • 

Since every line L not parallel to the y-axis is completely 

deterrQined by its slope and y-intercept, to each point (m,b) 

there corresponds a unique line L, and conversely. Consider 

the equations b = -x·rn + y. and b = -x.m + y.. These
l l l l 

represent parallel lines in the mb-plane, since they have 

the same slope -Xi. It follows from the above inequalities 
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that the line L intersects the ith segment if and only if the 

point (m,b) corresponding to L lies in the strip Si bounded 

by these parallel lines. Figure 21 illustrates this situation. 

By hypothesis each three segments are intersected by a line. 

Therefore each three of the corresponding strips contains a 

COmInon point. By Helly's theorem there is a point (m1 ,b1 ) 

common to all the strips. Tne line y = m1x + b 1 intersects 

all the segments. This completes the proof. 

")~~ (1l-;, LJ~'~ 

p~ (~.: )'1:) 

m1'­

FIGURE 21 

THERE IS A POINT C011MON TO ALL THE STRIPS 

(SINCE EACH THREE HAVE A COm10N POINT) 

The above theorem is suggestive of how Helly's theorem 

is applied to the theory of approximation of functions. To 

illustrate the use of the theorem consider a continuous 

function f defined on so~e interval. It is said that the 



74 

line y = mx + b approximates the function f on the set S 

(contained in the interval) with exactness ~ithin £>0 if 

and only if jf(x) - (mx+b)! ~~ for every x in S. The prob­

lem is finding a line that best approximates the function f 

on the given interval. It is sufficient to seek the lines 

which approximate the function, within given exactness, at 

all possible trinles of points of the interval, and it then 

follows from the theorem that there is a line which approx­

imates f within € on any finite number of points of the 

interval. Together with the continuity of f this implies 

the existence of a line which approximates f within E on the 

whole interval. 

Using Hellyts theorem for space, the following theorem 

can also be proved. , 

THEOREM 4.22. Let S be a finite collection of parallel 

line segments in the plane. If for every ~ members of S 

there is a parabola which intersects all four, then there is 

a parabola which intersects all members of S. 

By analogy with the preceding discussion, it is suff­

icient to seek the parabolas which best approximate the 

function f at all possible quadruples of points of the 

interval. In general, the straight-line transversals in 

Theorem 4.21 can be replaced by nth-degree polynomial curves 

as follows. 
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THEOREN 4.23. Let S be a finite collection of para-
I 

lle1 line seg~ents in the plane containing at least n+2 

members. Suppose every n+2 segments in S are intersected 

simultaneously by some polynomial of_ degree n, 

y = aOxn + a1xn-1 + ••• +~. Then all the se~aents of S 

are intersected by such a polynomial. 

The proof of this theorem corresponds to that of 

Theorem 4.21, except that (m,b) is replaced by (a ' ••• ,an).O 

~mereas in the former proof a duality between points in a 

plane and lines in a plane was used, the proof of this 

theorem utilizes a duality between points in Rn+1 and nth-

degree polynomial curves in the plane. Similarly, Helly's 

theorem in Rn yields the following "fitting theorem" of 

Karlin-Shapley (see [1)). 

THEOREM 4.24. Suppose f 1 , ••• , f are real-valued n 

functions on a linear space L; x1' ••• , Xm are points of 

L; a1' ' ••• , ~ real numbers; and e1' ••• , ~ are real non­

negative numbers. Then the existence of a linear combination 

of the fils which fits each point (xi,ai) within ei (i.e., 

If(Xi ) - ail~ei) is guaranteed by the existence of such a 

fitting for each n+1 points (xi,ai). 

More general results relating to the approximation of 

.a function by polynomials of arbitrary degree have been 

obtained in a similar way by the Russian mathematician L.G. 
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Snirel'man with aid of Helly's theorem. The well-known 

Russian mathematician P. L. Tschebyscheff obtained the SlliQe 

results with an entirely different method. Together with 

further generalizations, similar results have been given by 

Rademacher and Schoenberg in particular, using Helly1s 

theorem. Theorem 4.23 is apparently due to Rademacher and 

Schoenberg (see [4, p. 80J). 

VI. JUNG 'S THEOREM 

The following is the plane case of Jungfs theorem. 

THEOREM 4.25. (Jungfs theorem for the plane) Every 

point set of diameter 1 can be enclosed in a circle of 

radius 1/13. 

The approximation given in Jungfs theorem cannot be 

improved. An equilateral triangle is an example of a figure 

of diameter 1 which cannot be enclosed in a circle of radius 

less than 1//3. It is of interest to know that this theorem 

is used in certain number theory problems (see [5, p. 18]). 

The theorem is illustrated as follows: If there is a spot 

of diameter d on a table cloth, then it is certain that it 

can be covered with a circular napkin of radius d/J3. 

PROOF. Let S be a point set of diameter 1. Accordipg 

to Corollary 4.11, page 62, it is sufficient to show that any 

three of the given points of S can be enclosed in a circle 
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of radius 1/13. No side of a triangle ABC foymed from any 

thrBe of the points of S is greater than 1. If this triangle 

is obtuse or right-angled, then it is completely enclosed by 

the circle that is constructed on the largest side as dia­

meter. The radius of this circle is not greater than 1/2, 

and is therefore smaller than 1//3. If the triangle ABC is 

acute-angled, then the radius of the circumscribing circle 

can likewise not be greater than 1/J3. for at least one of 

the angles of this triangle, say angle A, is not less than 

60 0 
.' Hence the side BC, as chord of an arc not less than 

1200 but less than 1800 , is not smaller than rJ), where r 

is the radius of the circur~circle of the triangle ABC (the 

chord of an arc of 1200 has length r/3). Hence BC ~ rJ3, and 

since BC ~ 1, it follows that ri:;~ 1, and thus r 6: 1IE. This 

completes the proof. 

It is also true that every figure of diameter 1 can 

be covered by a regular hexagon inscribed in a circle of 

radius 1//3, but that even this hexagon is not the smallest 

figure possessing this property. The following problem, the 

solution of which is unknown, is closely related to Jungts 

theorem: Find a figure of least area which covers every 

plane figure of dim~eter 1. It has been proved that such a 

figure exists (see, e.g., [5, pp. 100-104J). 

Here is the n-dimensional version of Jung1s theorem. 
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THEORffi14.26 (Jungts theorem) If X is a set in Rn 

with diam X~ 2, then X lies in a Euclidean cell of radius 
1 

[2n/(n+l)J~. If X does not lie in any smaller cell, then 

cl X, the closure of X, contains the vertices of a regular 

n-simplex of edge-length 2. 

PROOF. By Helly's theorem, this theorem can be 

reduced to the case of sets of cardinali ty ~ n+1 • For con­

sider XC Rn with card X =:: n+1, and for each x E X the cell 

Bx = {y : !y-x! ~ [2n/(n+1 D~. If this theorem is known for 

set-s of cardinali ty ~ n+1, then each n+1 of tt.e sets Bx have 

a corrunon point, so that n B ' is nonerapty by Hellyt s theoremx 
xEX 

and the desired conclusion follows. Therefore suppose XCRn 

with card X ~ n+1 • Let y denote the center of the smallest 

Euclidean cell B containing X and let r == reX) be its radius. 

Let {zO' ... , zm1 == [Xf:X :jy-xj = r}, where m~n. It is 

verified that yE C(zO' ••• ,Zm), and it is assumed without 

loss of generality that y = 0, whence 
m m 
La. z· == 0 wi th La. = 1 and a· ~ O.lo l l	 o l 

For	 each i and j, let d·lJ. == IZi-Zj[~2, whence 

2 2d. . == 2r - 2 ( z . , z . ) • 
~J l J 

For each j, 
m 

1 - aj == L a· ~ .L. a· d? ·/LL
i~j l 0 llJ ­

2 m 
=r/2- (La.z.,z.)/2=r2/2.o l l J 

Summing on j (from 0	 to m ~ n) leads to the conclusion that 

http:2(z.,z.)�
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m~(ln+l)r2/2, whence r2~2mI(m+1)~2n/(n+1). Further, 

equality implies that m = nand d = 2 for all i ~ j, so 

the proof is complete. 

'The proof of this theorem ShOl-1S hOH the theorems of 

Belly and Caratheodory can sometimes substitute for each 

other in applications. The assumption that card X n+1 

(justified by Helly's theorem) was made only to insure that 

the point y C(X) could be expressed as a convex combination 

of n+1 or fewer points of X. On the other hand, this is also 

insured by Caratheodory's theorem, so that the above proof 

could also be based on the latter. Caratheodory's theorem 

was employed by Eggleston. 

VII. BLASC~;KE'S THEOREM 

The theorem of Blaschke is of interest in itself, 

having implications far beyond the scope of this thesis. 

The purpose here is to illustrate the use of Helly's theorem 

in proving this theorem. The present discussion is restricted 

to the plane case of the theorem; there is an analogue o~ 

Blaschke's theorem for general n-space, but only the analogous 

theorem for 3-space is stated here. 

DEFINITION L~.27. The smallest distance between 

parallel supporting lines of a bounded convex figure is called 

the width of this convex figure. 



Every bounded convex figure of width 1 contains a circle of 

hypothesis of the theorem, and let 0 be the point whose exist­
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(Blaschke's theorem for the plane) 
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THEOREi1 4.28. 

FIGURE 22 

THE DISTANCE OF THE POINT FROM Trill SUPPORTING LINE 

IS AT LEAST ONE-THIRD THE DISTANCE BET~~EN THE 

TWO PARALLEL SUPPORTING LINES 

PROOF. Let C be a convex figure satisfying the 

by C. It suffices to show that the point 0 has a distance 

at least 1/3 from each of the boundary points of C. Refer 

boundary point B of the figure C. Let B1 designate the point 

of intersection of the figure C with the supporting line L1 

to Figure 22 •. Consider a supporting line L through any 

ence is asserted in Theorem 4.8, page 57. Then 0 is the 

center of a circle of radius 1/3 which is entirely enclosed 

of C parallel to L. The dist~1ce between L and L1 cannot be 

less than the width 1 of C. 

radius 1/3. 
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Let D and D1 be the intersection points o~ the line 

B10 with the boundary of the figure C and the line L, respect­

ively. Sir1ce DO ~ 113DB1 (by definition of 0), it follo'lrlS that 

D10 = DO + DD1 ~ 113 (DB1 + 3DD1) ~ 1 /3D1 B1 • 

Hence the distance of the point 0 from the line L is at least 

1/3 the distance betvreen the lines L and L1, that is, at 

least 1/3. It follows that the distance between the points 

o and B is at least 1/3. ~nis completes the proof. 

The approximation in this theorem cannot be improved. 

An.equilateral triangle of altitude 1 is an example of a 

convex figure of vridth 1 in which no circle can be drawn 

with radius greater than 1/3. For another interesting proof 

of Blaschkets theorem in the plane, see Yaglom-Boltyanskii 

[5, pp. 123-125]. Helly 1 s theorem is applied in the proof 

to obtain the point 0 which is chosen as the center of the 

desired circle. 

The question of the figure of greatest area which can 

be enclosed in every convex figure of width 1 is unsolved, 

although the existence of such a figure has been established. 

THEOREM 4.29. (Blaschkets theorem for space) Inside 

each convex body of width 1 in 3-space a sphere of diameter 

1/J] can be ·placed. 
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VIII. APPLICATIONS OF CARATHEODORY'S THEO~l 

The theorem of Caratheodory has some interesting 

applications. An especially useful consequence of 

Caratheodory's theorem is the following. 

THEOREM 4.30. The convex cover of a compact set is 

compact. 

PROOF. Let X be a compact subset of Rn. Define the 

compact subset B of Rn+1 by 
n

B = [b = (b O, ••• , b ) f Rn+1 : Lb. = 1 and b· ~ o}.n o ~ ~ 

For each point 

(b,x) = ((bO' ... ,bn),(xO' ••• ,xn))E-B x xn +1 

define the mapping f by 
n 

f(b,x) = 2:bixi. 

Since f is continuous and B x xn~1 is compact, the set 

f(B x Xn+1 ) is compact. By Caratheodory's theorem, 

f(B x Xn+1) = C(X). 

This completes the proof. 

The following theorem is due to Steinitz. The proof 

by means of Caratheodory's theorem is due to Valentine and 

GrUnbaum. 

TREOREN 4.31. (Steinitz's theorem) If a point y is 

interior to the convex cover of a set XCRn , then y is inte-r­

ior to the convex cover of some set of 2n or fewer points of 

x.
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PROOF. Assunle "'Ii thout loss of generality that y is 

the origin O. With 0 Eint C(X), there is a finite subset Y 

of C(X) such that 0 E int C(Y) and the existence of a finite 

set vex uith 0 E: int C(V) is concluded. Let J denote the set 

of all linear combinations of n-1 (or fewer) points of V. 

Since J f Rn , there exists a line L through 0 such that 

LnJ = {oL Let w1 and w2 be the two points of L Hhich are 

boundary points of C(V) and let ~ denote a hyperplane which 

supports C(V) at Wi. Clearly 0 E- (1tJ1 VJ"2) and Hi EC(Vn~). By 

CaratheodoryTs theorem and the choice of L, Wi can be express­

ed as a convex combination of some n points vt, ••• , v~ of 

V (lEi but cannot be expressed as a linear combination of 

fewer than n points of V. It follows that Wi is interior to 

the set C(vt, .... ,v~) relative to ~, and since 0 Eo (\>J"1 w2)' 

then 0 E int C(v1' ••• ,v~,vr, ••• ,v~). This completes the 

proof. 

DEFINITION 4.32. A set Y in Rn is said to be convexly 

independent provided no point of Y is a convex combination 

of other points of Y. 

For n = 3, this definition requires that Y should 

consist of one or two points or is the set of all vertices 

of a convex polygon or a convex polytope. The following 

theorem follows at once from Caratheodory's theorem. 

THEOREM 4.33. If a set in Rn is such that each n+2 

of its points are convexly independent, then the entire set 



is convexly independent. 

DEFINITION 4.34. Given a subset X of Rn and an 

integer j between 0 and n, the j-interior int j X is the set 

of all points y such that, for some j-dimensional flat FeRn, 

Y is interior to Xn F relative to F. 

Then into X = X and int X = int X. The followingn 

theorem of Bonnice and Kles on the generation of affine hulls 

(covers) is of interest. 

THEOREM4.J5. If XCR andyEintj C(X), then 

y'E. int j C(Y) for some set Y consisting of at most max {2j,n+1} 

points of X. 

For a positive integer j and a set X in Rn, let Hj(X) 

denote the set of all convex combinations of j or fewer 
00 

elements of X.Then C(X) = U Hj(X). On the other hand,
 
j=1
 

the convex cover C(X) can also be generated by iteration of
 
CD 

the operation Hj for fixed j >1; that is, C(X) = U H:i. (X), . t:::1 J 
where Hj(X) = Hj(X) an<i (for i>1) H}(X) = Hj(H}- (X)). The 

question is asked hOvJ many times the operation Hj must be 

iterated to produce the convex cover of a s~t in Rn. The 

question is trivial (modulo Caratheodory1s theorem) in view 

of the following fact: Hj(Hk(X)) = Hjk(X). As then noted 

by BOlli"lice and Klee: if xC Rn and j 1 j 2 ••• jn ~n+1, then 

H (H .•. (H (X)) ... ) = C(X); conversely, if X is the set 
j1 j2 jn 

of all vertices of an n-simplex and j1 j 2 ••• jn~n, then 

H (H ••• (H (X)) ••• ) f. C(X).
j1 j2 jn



CHAPTER V 

HELLY-TYPE TBEOR~IS 

In this chapter some generalizations and variants of 

Helly's theorem are presented to shed some additional light 

on the subject. The generalizations usually involve attempts 

to find theorems with assumptions of Belly type, that is, of 

the type indicated below, so that the intersections of given 

families of convex sets are nonempty, and from which nelly's 

th~orem follows as a special case. 

Specifically, the contrapositive of Belly's theorem 

states that if a family of convex sets is finite or is 

infinite and its members are compact, and if the intersection 

of all the members is empty, then there is a subfamily of 

n + 1 or fewer members whose intersection is empty. Regarding 

Belly's theorem as saying som.ething about the 1I structure II of 

certain families of convex sets (namely, those which are 

finite or whose members are co~wact), attempts are then made 

to arrange the- structure of evey,y family of convex sets in Rn 

for vmich the intersection is empty, having Helly's theorem 

as a consequence. The point COL1mOn to all the members of the 

family of convex sets in the conclusion of Belly's theorem 

may be regarded (for j = 0) in any of the following six ways: 

(1) as a j-dimensional convex set contained in each member; 
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(2) as a j-dllQensional convex set which intersects each 

member; (3) as a j-dimensional flat contained in each member; 

(4) as a j-dimensional flat which intersects each member; (5) 

as a (j+1)-pointed set which is contained in each member; and 

(6) as a (j+1 )-pointed set which intersects each member of 

the family. The question is asked: Wbat condition on a 

certain family would assure the existence of such sets for 

other values of j? The generalizations of Helly1s theorem 

are results of questions of this sort, and some of the answers 

are given in this chapter. 

The following theorem, due to de Santis, is a typical 

generalization of Helly1s theorem. 

THEOR~l 5.1. If every k + 1 members of a finite 

fmQily F of convex sets in Rn contain a co~~on flat of 

dimension n - k, then all the members of F contain a COmIQon 

flat of dimension n - k, provided F contains at least k + 1 

members. 

For k = n, this becomes Helly1s theorem. The proof 

of Tneorem 5.1 by means of duality can be found in Valentine [4J. 

This theorem, together with other general theorems of Helly 

type, is developed there. 

A generalization of Helly1s theorem has been develop~d 

in the theory of games. Helly also has a topological theorem 

in R2 concerning simply connected compact sets. The following 

theorem, established by Molnar, is an improvement. For a 
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discussion o~ these and numerous other general results, see 

Danzer-Grunbaum-Klee [1]. 

THEOR~1 5.2. A ~amily o~ at least three simply con­

nected compact sets in R2 has nonempty simply co~~ected 

intersection provided each two o~ its members have connected 

intersection and each three have nonempty intersection. 

DEFINITION 5.3. A j-transversal o~ a ~amily o~ sets 

in Rn is a j-dimensional ~lat which intersects each member 

o~ the family. 

Helly1s theorem deals with O-transversals. Some prob­

lems dealing with 1-transversals (lines) are included in this 

chapter. They are called common transversals (see De~inition 

4.20, page 72). Included also are some theorems on common 

transversals for in~inite ~amilies of sets which have no 

counterpart ~or finite ~amilies. 

There are tl'lO general approaches. One, Hhile restrict­

ing the relative positions and the distribution o~ the convex 

sets, alloVls the sets themselves to be quite general. Exarnples 

o~ this type will be given where the sets are said to be 

lItotally separable ll or lI sufficiently sparsely distributed ll 
, 

de s cribed in terms o~ the 11 v iewing angle II • The other approach, 

Hhile weakening the condition on the relative positions of the 

sets, places restrictions on their shape or asswues they are 

disjoint and congruent. The virtual necessity of these 
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ass~~ptions is shown by various exa~ples in Hadwiger-

Deb runner 3. 

The remaining material in this chapter will be res­

tricted to a group of theorems of Helly type generally 

referring to ovals, which are closed and bounded convex sets 

in the plane. Many of them are proved with the aid of Helly's 

theorem for the line or plane, after a suitable transfoITQ­

ation, and the proofs of these are included here, mainly to 

illustrate the tremendous utility of the theorem of Helly. 

Otherwise, the proofs are omitted. Tneir proofs can be 

found in 3, along with many other theorems of. Helly t~oe, 

in particular the plane cases of Helly's theorem, Radon's 

theorem, Kirchberger1s theorem, and Y~asnosellskiils theorem. 

THEORB1 5.4. If each two rectangles of a family of 

parallel rectangles, that is, with sides parallel to the 

coordinate axes, have a cownon point, then all the rectangles 

of the family have a common point. 

PROOF. This theorem follows from Helly's theorem for 

the plane if it can be shown that each three of the rectang­

les have a common point. Let R1 , R2J R3 be any three of the 

rectangles. Choose a Cartesian system so that the axes are 

parallel to the sides of the rectangles and let P. (x.,y.) be
l l l 

a point that is in all three of the rectangles except perhaps 

Ri • Then Pi and P j points of Rk and Rk contains the entire 
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rectangle whose sides are parallel to the axes and VJhose 

diagonal is the segment PiP j ; that is, Rk includes all points 

P(x,y) for which x lies in the interval (xi,X ) and y in thej 

interval (Yi'Y'). If the indices are chosen so thatJ . 

x 1 ~ x2~ x 3 and y i ~ Yj ~ Yk' then the point P (x2 ' Yj) satisfies 

these conditions for all three of the rectangles and hence 

belongs to all of them. 

COROLLARY 5.5. If each two segments of a family of 

segrller:.ts in the line have a COrrJ:::.lOn point, then all the 

segments of the family have a co~~on point. (Helly's theorem 

for the line) 

Some theorems of Helly type are given next which 

involve f~1ilies of cirCUlar arcs which lie on the smile circle. 

The theorems are closely related to the above corollary and 

are useful for applications. 

THEOM1'1 ;).6. If a family of circular arcs, all smaller 

than a semicircle, is such that each three of the arcs have 

a COI,1mon point, then all the arcs of the family have a common 

point. 

PROOF. This theorem can be reduced to Helly1s theorem 

in the plfu~e. A family of circular arcs, each smaller than 

a semicircle, has a co~~on point if and only if this is true 

of the corresponding segments of the disk. For this it 

suffices, by virtue of Helly's theorem, that each three 
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should have a conmon point. 

~he condition on the size of the arcs cannot be 

weakened, for it is false for semicircles; nor Cful the 

number three be replaced by two. For example, four points 

evenly distributed on a circle determine four semicircles for 

which the theorem is false. However, the following is known. 

THEOR~1 5.7. If a f~1ily of circular arcs, all smaller 

than one-third of a circle, is such that each two of the arcs 

have a cormnon point, then all the arcs of the family have a 

comr.10n point. 

PROOF. This theorem follows from Helly 1 s theorem for 

the line (Corollary 5.5). If each of the circular arcs is 

smaller than one-third of a circle while each two of them 

have a common point, then they leave some point of the circle 

uncovered, for example, the point antipodal (that is, 

diametrically opposite) to the ~idpoint of one of the arcs. 

The circle can be cut at this point and unrolled on a line 

so that each of the arcs turns into a segment of the line. 

The desired result then follows by applying Helly1s theorem. 

All assumptions on the size of the arcs are dropped 

for the next result. 

THEOREM 5.8. If a family of circular arcs is such 

that each two of the arcs have a common point, then there is 

an antipodal pair of points such that each arc of the family 

includes at least one point of the pair. In other words, 
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there is a diameter of the circle.that intersects all the 

arcs. 

PROOF. Let L(a) be the directed line through the 

center Z of the circle, m.aking an angle a Hi th a fixed 

direction. Projecting the given pairHise intersecting arcs 

orthogonally onto L(a), the resulting segments have the same 

property. ~nus the intersection D(a) of all of these seg­

ments is a point or a segment. By Helly1s theorem for the 

line, the intersection is not empty. The set D(a) includes 

the center Z for at least one angle aO- To see this, note 

. that the position of D(a) relative to Z in L(a) is exactly 

antipodal to the position of D(a +~) relative to Z in L(a + ~). 

(Recall that these are directed lines.) Since the orthogonal 

projection of each arc on L(a) varies continuously with a, 

so does the set D(a), and thus rotation through an angle of 

Iff must yield at least one aO for \..;rhich Z ED( aa). The line 

L(aO + ~/2) is then a diametral line that intersects all the 

arcs. 

THEO~1 5.9. If a family of ovals is such that each 

two of its members have a common point, then through each 

point of the plane there is a line that intersects all the 

ovals of the family. 

PROOF. If the pairwise intersecting ovals are mapped 

into a circle by central projection, they give rise to arcs 
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that satisfy Theorem 5.8. Then ev~ry oval in the fillQily is 

intersected by the line determined by the two antipodal 

points specified in Tneorem 5.8. 

THEOREH 5.10. If a family of ovals is such that each 

two of its members have a conll~on point, then for each line 

in the plane there is a parallel line that intersects all the 

ovals of the fa~ily. 

PROOF. By orthogonal projection of the ovals into a 

line, a fffiQily of se~uents satisfying Helly's theorem is 

generated. All the ovals of the fillQily are intersected by the 

perpendicular line that passes through a point common to all 

these segments. 

Theorems 5.9 and 5.10 are the plane cases of more 

general theorems of 1... Horn, a:n.3"i·i"cring the question as to 

Hhat can replace the conclusion of ~:Ielly' s theorem when the 

number three is replaced by tHO in its hypothesis. The idea 

is to relax the intersectioJ:".i. (.;ondi tion on the class of sets 

in Rn • The following is Horn's extensions of Helly's theorem 

in the general setting. The modified form requires only that 

every subclass of lc members, 1 ~ k ~ n, have a com...-rn.on point. 

A proof is given in Eggleston [2, pp. 43-44J. 

THEOREM 5.11. A finite collection of compact convex 

sets in Rn has the property that every k of the sets have a 

point in common, 1 ~ k~ n. Then, given any (n-k)-dimensional 

linear space M, there can be found an (n-k+1 )-dimensional 
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linear space N such N::>N and N intersects each of the convex 

sets of the given collection. 

The question is asked as to whether points can be 

replaced by lines in the conclusion of Belly's theorem in 

the sense that the following form is correct: If each h 

members of a f~~ily of ovals Qre intersected by a line, then 

there is a line that intersects all the ovals of the family. 

The anSvJer is negative, as to the existence of such a Belly 

It stabbing number ll h, for L. A. Santalo' has proved that for 

each natural number n >2 it is possible to construct a family 

of n ovals so that each n-1 r'lember-s of the family adr:J.i t a 

common transversal, but not all of them. For a verification 

of this, see Hadwiger-DebrillL~er [3, pp. 8-9]. As indicated 

before, theorems of this sort are established by placing 

certain conditions on the shape and positions of the ovals. 

The following theorems are typical. 

THEOR~~ 5.12. If each three rectangles of a family of 

parallel rectangles are intersected by an ascending line, 

then there is an ascending. line that intersects all the 

rectangles of the fmQily. 

PROOF. The conclusion folloH"8 at once if among the 

parallel rectangles of the family there are two that have a 

unique ascending transversal in common, for then this line 

must intersect every other rectangle of the family. There­

fore assume that each three rectangles of the fmnily amQit 
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a COIT@on ascending transversal that is not parallel to the
 

x-~xis. But then the Siline is true for any finite number of
 

rectangles in the family. To see this, layout tHO lines
 

parallel to the x-axis and associate with each transversal
 

a point of an auxiliarly (or lldual ll ) plane, the coordinates
 

of this point being the x coordinates of the intersection of
 

the transversal with the two parallel lines. The set of all
 

ascending transversals of a rectangle of the fa~ily is thus
 

associated with a convex, closed, but unbounded point set in
 

the auxiliarly plane. By hypothesis, each three of these
 

. sets have a common point. For any finite number of these 

convex sets, the intersections with a sufficiently large disk 

are ovals that, accordh1g 'co Hell"JT; s t~'lcorem in the plane, 

have a common point. The line associated with this point 

intersects the corresponding finite number of rectangles. In 

order to carry out the proof for infinite sets of rectangles 

also, without using a stronger variant of the plane case of 

Hellyts theorem, it is required from the above proof only the 

fact that each four rectangles of the family have a COi~on 

transversal. vJith each line forming an angle a vii th the tviO 

parallels, associate a point on a circle having angular coord­

inate a. The set of all ascending lines that intersect two 

given rectangles of the f2~ily is thus associated with a 

circular arc that is smaller than one-third of a circle. 
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CQrried out for all pairs of rectangles from the fa~ily, this 

mapping produces a fmnily of arcs that intersect pairwise 

oecause each four of the rectangles ailiQit a co~~on ascending 

transversal. There is a point co~~on to all these arcs by 

Theorem 5.7, page 90, and each two rectangles of the family 

admit a co~~on ascending transversal parallel to the line L 

that corresponds to this point. Then under projection 

parallel to this line, the fm:lily of rectangles is carried 

into a f~lily of se~Qents thQt have a co~~on point by Helly1s 

theorem for the line. But then the line through this point 

-parallel to L intersects all the rectangles of the family. 

This completes the proof. 

Klee posed the question as to whether there is a Helly 

stabbing number Hhen the ovals are pairvJise disjoint. Again, 

the answer is negative, as shovrn by the construction of a 

rosette of circular segments (see, e.g., [3, p. 10]). This 

same rosette is used to demonstrate the non-existence of 

various other questions that are considered. The next two 

propositions, however, show to what extent the existence of 

a co~~on transversal can be deduced from Helly type assumptions 

Hith certain supplementary conditions. 

THEOREM 5.13. If each four members of a family of 

homothetic ovals admit a CODUTIOn transversal, then there are 

four lines, parallel or orthogonal in pairs, such that each 
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of the ovals is intersected by at least one of the lines e 

PROOF. Let P be a point of a circle. To each line L 

in the pl~~e, lay a parallel through P; let its second point 

of intersection with the circle be the image of the line L. 

Under this mapping, the set of all lines that intersect two 

fixed ovals goes into an arc. Carrying this out for all pairs 

of ovals froDl a family in which each four ovals have a common 

transversal, a fmaily of pairwise intersecting arcs is 

obtained. Tnere are two orthogonal directions corresponding 

to the antipodal pair of points that intersects all the arcs 

by Theorem 5.8. Hence, if each four ovals of a family admit 

a common transversal, then there exist two orthogonal direc­

tions such that each two ovals of the f~~ily amait a common 

transversal in one of these directions. If the ovals of this 

fmaily are mutually homothetic, and if four lines are laid 

out in two orthogonal directions so that they form a rectan­

gle circillascribed to a given oval of the family, then each of 

the family's (homothetic) ovals that is not smaller than the 

given one must be intersected'by one of these four lines. 

Tnus if there is a smallest oval of the family, the lines 

circumscribed to it meet all ovals of the family. If there 

is no smallest oval in the fmQily, the desired result is 

obtained from some supplementary considerations on the limit­

ing behavior of the size and position of the ovals in question. 
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If the ovals are not o~ly homothetic but &Te mutually con­

~ruent, it can be verified that some three of these four 

lines intersect all the ovals, completing the proof. 

DEFINITION 5.14. A system of ovals is said to be 

~otally separable if there exists a direction such that each 

line in this direction intersects at most one oval of the 

system. (Pairwise disjoint parallel strips can then be 

formed in the plane in such a '.Jay that each strip contains 

exactly one oval from the system.) 

THEOREM 5.15. If each three members of a totally 

separable system of ovals admit a common transversal, then 

there is a transversal COllliUon to all of the ovals of the 

syst eYil. 

PROOF. Let a line in the separating direction be 

chosen as the x-axis. Every other line in the plane forms 

an angle 6 (measured counterclockwise) with the x-axis for 

1rJhich 0 ~6 <1T. The set of all lines that intersect two ovals 

of the system, say A ~~d B, corresponds on a 6-axis to an 

interval of angles between 0 and IT which is denoted by (AB), 

and similarly for other pairs of sets. It is then claimed 

that each two of these intervals have a cormnon point. Assum­

ing this, there follows from Helly's theorem for the line . 

the existence of an angle 6 0 such that each two ovals of the 

system admit a common transversal in the direction 60 . In 
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other words, the parallel projcc~ions of the ovals in th~s 

direction form a syst,' -'. of pairlrJise intersecting seg;Qents on 

the x-axis. Then all the ovals of the system are intersected 

by the projecting line through a point COIT~on to all the seg­

ments (by Helly1s theorem for the line). It remains to show 

that each two intervals of angles have a common point. For 

such p~irs of intervals as (AB) and (BC) this is assured by 

the assurQption of a common transversal for A, B, and C. If 

two intervals, say (AB) and (CD) should have no common point, 

then a contradiction would result as follows. Each of the 

intervals (AC), (AD), (BC), and (BD) would have points in 

common with both (AB) and (CD), so that the following situation 

arises for a..'1 angle 61 between (AB) and (CD): the ovals A 

and B, and also C and D, are separable by lines of direction 

~1' from which follows the separability of an additional pair 

by means of each of these two separating lines, but the pairs 

A and C, A and D, Band C, and Band D are not separable in 

this way. This is a contradiction, which establishes the 

proof. 

A corollary of Theorem 5.15 is the theorem due to 

L. A. Santalo l (Theorem 4.21, page 72), according to which 

there is a transversal common to all the members of a family 

of parallel segments if each three sevnents frOIn the family 

admit a common transversal. 

Another interesting question arises as to what peculiar 



properties of a system of ovals lead to its total separabil­

ity.The ovals are then said to satisfy a transversality 

condi tion and are said to be Ilsuf:..'iciently sparsely distrib­

uted tl in the plane. This is described in terr"Qs of the size 

of the viewing angle (see Figure 23). 

FIG'URE 23 

THE VIEVJING ANGLE OF A SYSTE11 OF OVALS 

THEOREM ).16. If the ovals of a system are so sparsely 

distributed that from each point in the plane at most one of 

the ovals subtends an angle of ~/3 or more, and if each three 

of the ovals of the system admit a common transversal, then 

the system is totally separable, and there is a transversal 

co~~on to all of the ovals of the system. 

PROOF. The assertion is first proved for a system of 

four ovals Ci (i ~ 1, 2, 3, 4). Let L be a line that inter­

sects C1, C2, and C3. By I·J:1 and Nil denote two lines that 
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form an an0"le of 1fT/3 "lith each other as Hell as Hi th L. No'-' 

line parallel to Nt or M'l can intersect more than one of the 

ov~~s C1 , C2 , and C3 , since otherwise more than one of the 

ovals vlould subtend an angle of at least ~3 at the point 

where this line intersects L. The same argument shoHs also 

that either no parallel to M' or no parallel to Mil can inter­

sect more than one of the ovals C ' C2 , C3, C4; otherwise, a
1 

parallel L! to H' would intersect Ci and C4 and a p2.rallel 1 11 

to 1"1" Hould intersect Ck and C4' Hhere i and k are 8.o."1long the 

numbers 1, 2, 3; a transversal E of Ci , C\c, and C4' which must 

exist by hypothesis, then fornls a nonobtuse angle ~/3 Hith 

one of the lines L, 1 t and LI/; 1:1 and this line Hould then 

both intersect the same tHO of the four ovals C1 , C2 , C3, and 

and C4' which is inlpossible because of the condition on sub­

tended angles. Thus the four ovals are totally separable 

ei ther by parallels to !vi' or by parallels to 11 11 
, and accord­

ing to Theorem 5.15 must admit a common transversal. It 

remains to prove the assertion for a system of more than four 

ovals. According to what has been proved already, it may be 

assumed that for each four ovals or the system there is a 

cor.1ffion transversal. Let P be a point of a circle. With each 

line 1 that intersects tHO ovals of the system associate a 

parallel through P and regard its second point of intersection 

with the circle as the image of the line L. In thi s vJay the 

set of all transversals common to two ovals is carried onto 
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&n &rc; erfecting this construction fo~ all pairs or ovals 

of the system, a fmuily or arcs is obtained, each smaller 

than one-third or a circle by the condition on subtendeci 

angles, and each tHO intersecting by the existence of a trans­

versal for each four ovals. Thus all the arcs have a cor~Qon 

point Q by Theorem 5.7, and the antipodal point ~c is not in 

any of the arcs. Hence the line determined by the points P 

~~d ~c yields a direction not corresponding to a transversal 

of any two ovals. The system is totally separable by lines 

in this direction, and from Theorem 5.15 there follows the 

existence of a line that intersects all the ovals of the 

system. This establishes the theorem. 

COROLLARY 5.17. If a family of disks in the plane is 

so sparsely distributed that even the disks with the same 

centers but doubled radii are all disjoint, and if each three 

disks of the family have a common transversal, then there is 

a transversal cor~~on to all of them. 

PROOF. The set of' all points at Hhich a circle sub­

tends an angle of at least ~/3 is a concentric disk having 

twice the radius. Thus the hypothesis that the disks with 

doubled radii are disjoint implies that at no point of the 

plane does more than one of the disks subtend an angle ?~/3. 

Conse~uently the result is a corollary of 1heorem 5.16. 

The next few theoreIils are some examples of covering 

and intersection problems. Jung1s theorem (see page 76) on 
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the circ~~circle of a set is typical of this sort of problem. 

D~FINITION 5.18. A set of lines is called boundec if 

it includes no parallel lines and the set of all intersection 

points of pairs of lines from the set is bounded. 

According to this definition, a single line would 

constitute a bounded set of lines (since the empty set is 

bounded). 

DEFINITION 5.19. The intersection radius of a bounded 

set of lines is the radius of a smallest closed disk that 

intersects all lines of the set. 

DEFINITION 5.20. The diameter of a set of lines is 

the dimneter of the set of all intersection points of the 

various pairs of lines involved. 

THEOREM 5.21. If each three lines of a bounded set of 

lines are intersected by some disk of radius R, then some 

such disk intersects all lines of the set. 

PROOF. This theorem is a special case of Theorem 4.10, 

page 61; for the lines can be replaced by sufficiently long 

segments. 

THEOREM 5.22. The intersection radius of a set of 

lines of diameter D = 1 is r ~ 1/213. (Dual to the plane case 

of Jung1s theorem) 

PROOF. By Tneorem 5.21, it suffices to prove the 

assertion for a set. of diameter 1 consisting of three lines. 
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These lines l~orm a triangle of perimeter P ~ 3 that is CirClli:l­

scribed about the smallest intersecting circle. Since the 

equilateral triangle of perimeter brA) has the smallest 

perimeter of any triangle that can be circumscribed about a 

circle of radius r (se e e. g. [9J), it folloHs that br/3 £:. p ff: 3 

and hence r:ff.~2/j. This completes the proof. 

The more the various ovals of a system are drawn 

together, the less the possibility that the members of the 

system can be separated by a line. 

DEFINITION 5.23. A system of ovals is said to be 

seDarable if there is a line that intersects none of the 

ovals, but such that each of the two open halfplanes deter­

mined by the line contains an oval of the system. 

DEFINITION 5.24. If an oval has interior points, it 

is_ said to be proper, otherwise to be degenerate. 

The next result is a good illustration of the close 

connection runong various groups of theorems and methods of 

proof in convexity and combinatorial geometry, especially 

since it is of Helly type. Hadwiger-Debrunner [3, p. 18J 

state it picturesquely as folloHs: If each tHO members of a 

system of congruent disks can be pierced by a needle, then 

three needles suffice to pierce all the disks of the system. 

L&~1A 5.25. A point set of diameter D=1 Cill! be 

covered by an equilateral triangle of side s = 3. 

PROOF. Let S be an eouilateral triangle that is 
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circlli~scribed about the set, so that each of its sides 

includes a point of the set, and let s-:;c be· another such 

triangle that is obtained by reflecting S in a point and then 

translating and magni~ying, or contracting, if necessary, to 

obtain a second circlli~scribed equilateral triangle. Then 

ei ther S or S~;. has sides of length s ~ J). To see this, 

consider an arbitrary point that is common to Sand S.;:-, a.'J.d 

consider the perpendiculars from this point to the sides of 

the triangles. By a theorem from plane geometry, the SlliQ of 

the three perpendiculars from any point in an equlateral 

tria.'J.gle is equal to the altitude of that triangle. Since 

the set is of dimneter ~ 1, the surQ of a perpendicular to S 

and corresponding perpendicular to S-::- must be ~ 1, so that one 

of the triangles has alti tude ~ 3/2 and side of length ~rs. 

LID~ill 5.26. A point set of diuaeter D = 1 can be 

covered by a regular hexagon of side s = 1/~. 

PROOF. In addition to the proof of the preceding 

Lermna, it is verified that the length of the side of the 

circumscribed equilateral triangle S varies continuously with 

the directions of the sides and becomes that of S~;. after 

a rotation through the angle 11. Thus for some position of S, 

S and So;;- are congruent and their intersection, which contains 

the given set of dia~eter 1, is a (possibly degenerate) 

centrally s~T~etrichexagon in which the distance between 

parallel sides is ~ 1.- This hexagon is contained in a regular 
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hexagon that has tne same center of symmetry and 3~~e direct­

ions for its sides, and in which the distance between parallel 

sides is equal to 1. The regular hexagon has sides of length 

1/)3 and contains tne given set. 

The above proofs follow conventional lines. For many 

other interesting problems of this sort, see Xazarinoff [9] 

and Yaglom-Boltyanskii [5], also Lyusternik [8]. 

The following theorem can now be justified. 

THEORE1''1 5.27. If a system of congruent disks is such 

that each two of its members have a common point, then there 

exists three points such that each disk of the system covers 

at least one of the three points. 

PROOF. A point set of diameter D~ 2 is forrQed by the 

centers of the disks of radius R = 1 that intersect pairwise. 

It follows from Le~~a 5.26 that this set can be covered by 

a regular hexagon having sides of length 2/~ In this 

hexagon there are three points, the midpoints of three diag­

onals, at a mutual distance of 'i ·such that all points of the 

hexagon, and in particular the centers of the given disks, 

are at distance ~1 from at least one of these points. 

Accordingly, each of the given disks includes at least one 

of the three points. This completes the proof. 

'That the 'Ipiercing number" n = 3 cannot be reduced is 

illustrated in [3, p. 19J by a group of 9 disks arranged in 

such a way that 2 needles would not pierce all of them. 
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The following two theorems are characteristic of the 

subject. 

THEORE}1 5.28. If a point set A on a circle consists 

of at least three points, and each three points of A lie in 

some closed semicircle, then the following alternatives arise: 

either A is a four-pointed set formed from two antipodal 

pairs, or A itself lies entirely i? a semicircle. 

THEOR~1 5.29. If in a family of ovals that are all 

homothetic to a parallelogram A, each t1~O have a nonempty 

intersection, then they all have a nonempty intersection. 

The assertion is no longer true when A is a proper oval that 

is not a parallelogram. 

Th~ORm1 5.30. If a family of ovals all homothetic to 

a parallelogram A is such that for each line there is a 

parallel line intersecting all the ovals of the f~~ily, then 

~he ovals h~ve a nonempty intersection. The assertion is no 

longer true when A is a proper oval that is not a parallel­

ogrmQ. 

The next result appears to be some quirk of the 

imagination. 

THEOREM 5.31. If each three ovals of an infinite 

fmQily of pairwise disjoint congruent proper ovals are inter­

sected by some line, then there is a line that intersects 

all of them. 
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Yne theorem is no longer true if anyone of the four 

special conditions (proper, congruent, disjoint, infinite) 

is omitted. For ex~~ple, the four se&Qents shown in 

Figure 24 have the property that each three can be inter­

sected by a line; however, no line intersects all four. 

FIGURE 24 

THE OVALS ARE NOT PROPER 

If one imagines very small rectangles in place of the 

segments, each containing a countably infinite number of 

disjoint segments of the same length, then again each three 

of these segments Hill be intersected by a line, but not all 

of them. TDe ovals are not proper. For examples showing 

the necessity of the other three conditions and a proof of 

the theorem, the reader is referred to Hadwiger-Debrunner [3J. 
Hadwiger-Debrunner L3J have generalized Helly's 

theorem in a form so that one can decide when a given collec­

tion of convex sets can be partitioned into subcollections, 

each of which has a nonempty intersection. The following 
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theorem is stated. Its proof can.be found in [3, p. 83J. 

THEOR~1 5.32. If the p-pointed subsets of an infinite 

se~ A are divided into k classes, then A contains an infinite 

subcollection all of vrhose ~-pointed subsets belong to one 

and the Sillne class. 

The following propositions are closely related to 

Helly's theorem. 

THEOREM 5.33. If each line meets only finitely many 

ovals in a given infinite family of ovals, then there is an 

infinite subfamily consisting of mutually disjoint ovals. 

PROOF. The pairs of ovals from the family are divided 

into two classes according to whether the two ovals of the 

pair have an empty or nonempty intersection. By Theorem 5.32 

the family of ovals contains an infinite subfamily such that 

all its pairs belong to the same class. If there were no 

infinite subfamily consisting of pairwise disjoint ovals, 

then there would be an infinite subfamily whose ovals are 

pairwise intersecting.. If the ovals of the subfamily are 

projected orthogonally onto a line T, the resulting segments 

intersect pairwise and hence by Helly's theorem have a cormnon 

point P. The line L that is perpendicular to T at P inter­

sects all the ovals of the subfamily, contradicting the 

hypothesis. 

THEORm1 5.34. If an infini-~e fam~ly of mutually 

p~~Qllel rectilllgles does not include infinitely many that 
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are pairwise disjoint, then some infinite subfamily has a 

nonempty intersection. 

~ PROOF. The pairs of rectangles are divided into t:'IO 

classes according to whether the two rectangles of the pair 

have an empty or nonempty intersection. By theorem 5.32 the 

family of rectangles has an infinite sUbf~Qily whose pairs 

all belong to the same class. By hypothesis this can only 

be the second class and then the desired conclusion is 

obtained with the aid of Theorem 5.L~. 

THEOREM 5.35. If an infinite family of ovals is such 

that each of its infinite subf~lilies includes three ovals 

with a noneropty intersection, then some infinite subfamily 

has a nonempty intersection. 

PROOF. The triples of ovals are divided into two 

classes according to Vlhether the three ovals have an empty 

or nonempty intersection. By Theorem 5.32 the family has an 

infinite sUbfamily whose triples all belong to the same 

class. By hTPothesis this cannot be the first class; hence, 

by Helly's theorem for the plane, the ovals of the SUbfamily 

have a nonempty intersection. 



CHAPTER VI 

Sill-illARY AND CONCLUSIONS 

I. SU1'lNARY 

The following fundamental results of this paper are 

re-emphasized here: (1) affine independence; (2) the exist­

ence of supporting and separatinG hy~erplanes; (3) duality; 

(4) convex covers and simplexes; and, finally, (5) the inter­

dependence of the theorems of Helly, Caratheodory, and Radon. 

All these results are inter-related and were necessary for 

the normal developIilent of this paper. 

Helly's theorem has been applied in many different 

parts of mathematics, and various applications were presented 

in this report. In particular, the applications of this 

theorem to estimates of lI centered.'1ess ll and to the approx­

imation theory of polynomials are of interest. ~ne theorems 

of Kirchberger, Jung, and Blaschke can.be proved with the 

aid of Helly's theorem. Using Helly's theorem, a character­

ization of starshapedness results. The .translation problem 

proved in conjunction with the applications of Helly's 

theorem, while being especially useful for sets consisting 

of one-pointed se ts, brings out the II dual" relation beti-leen 

covering and intersection properties of convex sets. 

The Helly-type theorems presented in the last chapter, 
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consisting mainly o~ transversal ~d covering problems, are 

of interest. In addition to illustrating the relation 

between the covering and intersection properties o~ convex 

sets, which was mentioned above, the proo~s o~ these theorems 

indicate the principal methods and techniques used in the 

theory; the various mappings, projections, and "dual" spaces 

employed are typical. 

II. CONCLUSIONS 

The various applications o~Helly's theorem, along 

with the numerous Helly-type theorems, all show that not only 

is Helly's theorem one o~ the most interesting theorems, but 

it is one o~ the most important tools in the study o~ con­

vexity. 

The inter-dependence o~ the theorems o~ Helly, 

Caratheodory, and Radon seems to lie at the core o~ the whole 

matter. Ultimately, and particularly in the light o~ the 

proo~ o~ Radon's theorem, the problem appears to be reducible 

to tne idea o~ (affine) independence and the concept o~ dimen­

sion. Studying the inter-relationship between these three 

theorems, one arrives at the conclusion or conjecture that 

any ~urther investigation of this underlying problem would 

lead inevitably into a study of dimension theory and assoc­

iated concepts of combinatorial topology. The present 

investigation was leading naturally in this direction. 
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