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.Chapter 1
INTRODUCTION

Much attention has been paid to the phenomenon of
secondary reinforcement. A large share of the work has con-
cerned the relationship between secondary reinforcement and
primexry reinforcement; Most of the studies have used Hull'ls
concept of gecondary reinforcement as the basis for the
study.l This concept was so attractive that 1is was used as
an explanation for a very wide range of studies.2 Spence
and Kendler used it to explain latent 1earning.3 It was
even used by Denny to expla partlal reinforcement.u This
same concept has been used in this study.

In general there have been many studies that have

been related to secondary reinforcement. Relatively few of

~the studles have gpeci 1cally tried to find out why and how

lC. L. Hull, & Behavior System (New Haven: - Yale
Un1vers1by Press, 1952), De Do

25, F. Hall, "Studies in ueconda“y Reinfor cemen*
Secondary ¥ e*nforcgment as a FPunction of the Freguencs
Primary RellfOPCLmeﬁt," J. Comp. Physiol. Psychola, ! 43 2b6-
251, September, 19E1,

3K. W. Spence and He. H. Kendler, "The Speculations
of Leeper wlth Respect to the Iowa Test of the Sign-gestalt
Theory of Learning," J. Exp. Psychol., 38:109, Webruurv

1918,
Iy

M. R. Denny, "The Role of Secondary Reinforcement
'in a Partial Aelnforcemenf Learning Situation," J. EXp.
Psychols, 36:375, October, 19L6.




2

secondary reinforcement wor}ced.5 Almost always the rat has
been used as the subject rather than & human. Walle this
does not necessarily méke those studies invalid for human
learning conditions, i1t would appear that a more valid study
would have resulted if humans had been used. Humans were
ugsed in thls study in order to meet the conditlons that

were required for the specific purpose of the study. The
specific purpose was to determine the effectiveness of a
neutral stimulus as a function of the numbsr of times thas
1t had been paired w;th verbal reinforcerment in the experi-

mental setting.
THE PROBLAM

The statement of the problem, the statement of the

hypothesis, and the assumptions are listed In this section.

Statement of the Problen

Is there any difference between the strength of
secondary reinforcement established under different numbers

of reinforcenents?

Statement of the Hypothesis

!_ln

ficant difference in the strenth of

'..la

There 1s no sizn

[&4]

secondary reiniorcement eshablishcd under different numbers

of reinforcements.

SHall, ope cit., pe 2Lb.



Assumptions

As was previously menticned, most studles have used
rats rather than humans as subjectse. Also primary fein-
forcement rather than verbal reinforcement was used. For
the purposes of this study, it was assumed that human sub-
jects under verbal reinforcement would show the samevresults
as do rats under primary reinforcement. Maslow's theory bf
motivation was used as the basis for this assumption. Fe
postulated a need for achlevement as an elemental humen
need.6 This need for achievement of humans and the hunger
drive Of rets wére considered to be similar. The verbal
reinforcement would have the same effect for humans as does
primary reinforcement for rats. All measures of extinction
rates for rats were assumed to be measures of secondary rein-
forcemont for hﬁmans since basic needs of each were being
measured. It was also assumed that there would be no signi-
ficant differences as a function of the sex or age of the
subjects. For this reason no sffort was méde to ssparate

the data by age or sex.
TEFTINITION OF TERIS

In this section a list of terms used throughout the

study are defined.

6

C. . Cofer and 1l. H. Appley,‘Motivation: Theory
and Research (IlTew York: Jchn Wiley and Sons, Inc., 190L],
PP. OCLL=OCH e .




Reinforcenent

"Any circumstance or event that increases the prob-
abillity that a response will recur in a situation like that

in which the reinforcing condition originally occurcd. .l

Secondary Reinforcement

"Any reinforcing or rewarding event or state that
derives 1ts effectiveness {rom a previous process of learn-

ing or conditioning."8

7Horace B, English and Ava C. English, A Comprehen-
sive Dictionary of Psychological and Psychosnalytlical Terms
(New York: David liccay Company, IlnCes 1950), De 452

81bid., p. Lish.




Chapter 2
REVIEW OF THE LLWTRAWURE

In a review of the literature related to thié study,
several types of results were found. Some of the studies
reported very positive findings, others were cuite negative,
and still othera reported ambiguous results. Because the
positive studles were the most numercus, these are presented
first. 1In all of the studies, both positive and negative,
Hullt's theory of secondary reinforcement was used. IHe
gtated that as the number of reinforced acguisition trials
increased, the resistance to extinction alsc increased.9
This corresponded with the relationship Pavlov stated when

he wrote:

e o o It is clear that the more vigorous a condi-
tioned reflex, or in other words, the greater the inten-
sity of the excitatory process, the nore intense must
be the inhibitory process in order to overcome 1t; and
therefore the greater the number of unreinforced reESti-
tlons necessary to bring about complete extinction.

The positive studies were in full agreement with Hullts and

Pavlov's theoriss.

9Hull, op. cit., p. 23.
101, P. Pavlov, Gonditioned Reflezes: An Investiga-

tion of the Pny51070~1cu1’ncuivity of the Cerebral Cortex
{London: Oxiord University Press, [1927), p. [L30.

5




In a study by Hall, 72 rats were placed in groups
that received either 25, 50, or 75 pairings of the neutral
stimulus and the reinforcement. .The rats were trained in a
straight alley. Half Qf the animals ran to a white goal
box, the other half to a black goal box. A significant gif-
ference was found between the group that received 25 pair-
ings and the group that received 75 pairings.  The group
that received 75 pairings had a significantly larger number
of extinction responses. As 2 result of this study he con-
cluded ", . . that the strength of a secondary reinforced
stimulus increases as a function of the numbsr of times that

n ll The

it has been associated with primary reinforcement.
effects of varying nuibers of reinforcement bn extinection
following deprivation was studied by iiles. In his study,
180 rats were randomly assizned to groups that recelved
either 0, 10, 20, LO, 80, or 160 pairings of the stimulus
and the reinforcement. The reinforcements used were food
pellets. A light and the click of the 1lizht were used as
the secondary reinforcers. A significantly larger number of
extinction responses was recorded for the experimental

groups than for the control group. This fi nﬁing was signi-

ficant at the .05 1eve1.12 In another positive study,

1lpa11, op. cit., p. 250.

13&. C. killes, "The Relative Effectiveness of Secon-
dary Reilnforcers Throughoat Deprlvaulon and Habit Strength
Parameters," J, Comp., Physiol. Psychol., 1iG:127, February,

1956.
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Williams used the bar préssing responses of rats to measure
secondary reinforcement. All responses were reinforced by
food pellevs. The rats were assigned to groups that
received elther 5, 10, 30, or 90 pairings of the stimulus
and the reinforcement. Those groups that received the high-
est number of pairings required the greatest number of
unreinforced responses to obtain extinction. The extinc-
tion phase was conducted again after time for spontaneous
recovery had been allowed. The animals that gave the most
extinctlion responses were again the ones that had received

13

the most pairings. Similar results were found by Perin
In his study of the relationship between reinforced respon-
ses and extinction resvonses. After 23 hours of food dep-
fivation, he reinforced rats for bar pressing responses.
They were reinforced by food pellets and by the sound of the
mechanism working. The rats were divided into groups that
received either &, 8, 30, or 70 reinforcements. For all

groups, as the number of reinforced responses increased,

. . h
the number of extinctlion responses also 1ncreasea.l‘ Bar

pressing responses and the click of the mechanism were also
used by Youtz. e divided his rats into groups that were

given either 10 or /0 reinforcements. The groups that

13”. Be Williams, "Resistance to Extinction as a
Function of the Number of Reinforceménts," J. Exp. Psychol.,
09, lovember, 1938.

th. T. Perin, "Behavior Potentlality as a Joint
FPunction of the Amount of Training and Degree of Hunger at
the Time of Extinction," J. Exp. Psychol., 30:97, February,

1942,




received J0 reinforcements required the most nonreinforced

15

responses to reach extinction. Lewis and Cotton used a
straight runway with reinforcement.available at the end.
Food psllets were used as the reirforcement. 'They used
rats that_received'either 16 or 60 partially reinforced
trials. Greater resistancs to extinction was found for the
rats that received the 60 partially reinforced trials.l0

In avsimilarbstudy by Lawrence and lMiller, 32 rats were
placed in a straight runway following 2li hours of food dep-
rivation. The rats were reinforced either 8 or 16 times
wlth food pellets. The group that received reinforcement
16 times was more resistant to extinction than was the
group that received only & reinforcements.l7 Hill and Spear
used a 30 inch runway for a study in which the rats were
given either 8, 16, 32, bl, or 128 pairings of the neutral
stimulus and the reinforcements. The groups that recelved

the least number of pairings also showed the least number of

responses during ex xtinction. For all groups as the number

15r, ®. P. Youtz, MReinforcement, BExtinction, and
Spontaneous Recovery, in a Non-Pavlovian Reactlon,”™ J., Expe.
Psychol,, 22:312, April, 1938, _—

16D. Je Lewls and J. W. Cotton, "The Effect of Inter-
trial Interval and Number of Acguisition Trials with Partial
“Reinforcement on Performance," J. Comp. Physiol. Psychol.,
52:500, December, 1959,

17p, H. Lawrence and N. E. Miller, "4 Positive Rela-
tionship between Relnforcement and Resistance to Extinctilon
Produced by Removing a Source of Confusion Ifrom a Technique
that had Produced Opposite Results," J. Exp. Psvchol., 37:
1196, December, 19l.7. .




of reinforced trials decreased, the number of extinction
responses decreased also.18 Ison also used rats in a
straight runway. He placed the rats in groups that were
given either 10, 20, 10, 60, 80, or 100 pairings of the
stimulus and the reinforcement. He found a tendency for
animals in the higher number groups to give more responses
during extinction. The two highest groups clearly showed

19

a higher acquisition of secondary reinforcement. Bersn
used bar pressing responses as the criterion for condition-
ing rats. The rats were divided into groups that received
either 0, 10, 20, L0, 80, or 120 pairings of the stimulus
and the reinforcement. After each bar press a light came
on for 3 seconds. After being on for a second, a food
pellet was released. During extinction the strength of
secondary reinforcement increased for all numbers of pair-
ings, however, significant differences were found between
only two of the group combinatlons that were compared.

Those two were the 120 and the O (control) groups and the
120 and the 20 groups.

18W_ F. Hill and H. E. Spear, "Extinction in a Run-
way as a Function of Acquisition Level and Reinforcement
Percentage," J. Exp. Psychol., 65:1i96, Way, 1963.

19J. R. Ison, "Experimental Extinction as a Function
of the Number of Reinforcements," J, Exp. Psychol., 6L:31l,
September, 1962.

20P. J. Bersh, "The Influence of Two Variables upon
the Egtablishment of a Secondary Reinforcer Ior Operant
Responses," J. Exp. Psychol., 11:6L-65, January, 1951.
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Of those studies not showing a positive relation-
ship between secondary reinforcement and the humber of
reinforcements, the study by North and Stimmel was the most
significant. That study was another.in which rats were run
in a straight runwey. Rats given 90 or 135 acduisition
trials were found to extinguish faster than rats that only
received 15 acquisition trials. The evidence from that
study was 1n direct opposition to the general assumption
that more trials produced stronger secondary reinforcement.21
Siegel and Wagner used the same methods and procedures as
Hill and Spear. They gave acquisition trials of 6l and 18l
reinforcements. The rats that received the most reinforce-
ments were the ones that obtained.extinctibn the quickest.ﬂ
College students were usecd as subjecis by Lewls and Duncan.
In a situation resembling a poker game, the subjects were
dealt four cards face up. They were required to guesgs if
their hands were winners or not. They were paid for the
hands that won, but not for any other hands. They were
allowed to play the game as long as.they wished. They were
gi&en the reinforcement of winning either i, 8, or 16 times.

The players who won the most number of hands took the

2ly . 3. North and D. T. Stimmel, "Extinction of an
Instrumental Response Following a Large Number of Reinforce-
ments," Psychol. Rep., 6:228, August, 1960,

228. Siegel and 4. R. Wagner, "Extended Acquisition
Training and Reslstance to Extinction," J. Exp. Psychol.,
66:308, September, 1963.
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longest time to extinguish. The extinction was to quit |
playing the game.23 In another study using'human sub jects,
Murillo and Capaldl had college students guess Whgther or
not & plece ¢f cloth was in é 1id covered tray. The pattern
of reinforcerent during acquisition was two negatives (out)
followed by one positive (in)e. The criterion for extinc-
tion was eight con;ecutive_negative responses. Ths groups
received either 12, 24, 48, or 60 pairings of the rein-
forcement with‘the neutral stimuluse. The results were simi=-
lar to those found by North and Stimmel except that nonevof
the differences was sic'n*f:‘.cant.elL .Usin“ children as sub~
jects, lyers, Cralﬁ, and liyers gave the reinforcerent in
groups of either 2, li, 8, or 16 training trials. This

study did not find any significant differences between any
combination of reinforcement groups. The factor of gecon-
dary reinforcement was not even found to be significant.25

The basic difference between the studles was that

only those studies that used rats showed positive results.

23D. Je Leviis and C. P. Duncan, "The Effect of Par-
tial Reinforcement and Length of Acqulsiﬁlon-serles upon
Resistance to Extinction of a ifotor and a Verbal Response,"
Amer. J. Psychol., 69:6L5, December, 1956,

. 2L"N R, Murillo and E. J. Capaldi, "The Role of
Overlearning Triesls in Determining Resistance to Extinc-
tion," J. BEXp, Psvchol., 6L:3L6, Anrll, 1961.

ZSH. A. lyers, G. J. Craig, and J. L. lMyers, "Sec~
ondary Reinforcement as a Function orf the Humber of “eln-
forced Trials," Chld. Develbm., 32:768, December, 1961l.
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None of the studies using humans as subjects showed posi-

tive results. Differences were found between secondary

reinforcement strengths, but none of those differences were

significant.



Chapter 3
METHODS AND PROCEDURES

It was necessary first to provide a means of vary-
ing the number of reinforcements in order to compare secon-
dary reinforcement strengths. A guessing géme was bellieved
to be the simplest ﬁay of doing that. Because other studies
had used guessing games, it made it easier to cormpare the

results of those studles with the present study.
DESCRIPTION OF THE STUDY

The following section is a description of the sub=
Jects, the procedures used, and other information pertinent

to the study.

Subjects

The study populatlion consisted of 80 children from
the 3rd, hth; and 5th grades of Butcher Children's School
on the campus of Kansas State Teachers College of Emporia,

Kansas,

Assisnmment %o Reinforcement Groups

The subjects were randomly assigned to groups that
received either 0 (control), 10, 20, or 30 pairings of the
neutral stimulus and the reinrorcement.

13
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Apparatus
The apparatus usedvin the study éonsisted of a key
and a pen as the objects to be guessed. Also used were the
prepared reinforcement lists (Appendix),.a ﬁally sheet, a
pencil, and a divider to prevent the subjects from seeing

the pencll tap used as thé secondary reinforcer.

Statistical Procsedure

As only ths number of reinforcements was under con-
sideration, a one=-way classification for simple analysis of

variance was used to evaluate the data.
METHOD OF GIVING REINFORCEMENT

When the subject was seated, he was presented wiﬁh
two objects, a key and a pen. He was told to try to guess
which of the two objects that the experimenter was thinking.
Instructions were given to the sﬁbject to make his guess
after the experimenter said "Guess." He was told that
during the first part of the gaﬁe he would be told of all
cérrect guesses, but that in the second part he would not
be told. When the second part began he was notified,

During the acquisition stage all correct answers
were glven the response of "Right." For the experimental
groups only, the secondary reinforcer of a pencil’tap wes
given at the same time that the experimenter said "Right."
This was done for the correct desired guesses of "key." The

control group did not receive the pencill tap. This was the
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ohly secondary‘reinforcement'given. The control grdup had
to guess until they had given 50 guesses. The experimenfal
groups guessed until they had given the number of correct
desired guesses for the reinforcement group they were in,
During the extinction stage of the study, 50 trials
were given to all of the groups. The Subjects were told at
that time that they would not know whether or not their
guesses were correct. In the control group no secondary
Vreinforcément was giﬁen during extinction. In the experi-
mental groups, the secondary reinforcer of the pencil tap
was glven. This was done at the same time that the exper-
imenter sald "Guess." Yo other reinforcement was glven
durling either of these stages. A prepared randomly ordered
reinforcement list was used to determine whether or not the

guegses were correch.



Chapter L
ANALYSIS OF DATA

Data were collected from 80 subjécts in order to
determine whether or not the secondary reinforcement
strenéths of var%ous numbers of pencll taps were signifi-
cantly different. The data fhgt were compiled were computed
by using a simple one=way classification.of analysis of
variance. The results of the study did not show any signi-
ficant differences bstween the secondary reinforcement
strengths formed under different numbers of reinforcements.

The F ratio for the data was computed to be 8959,
(ses the suwrmary of analysis of variance in Table 1l.) It
was obvious thét it waé not a significant value without even
consulting the proper tébles, since it was less than 1.00.
It followed then, that there were no significant differences
between secondary reinforcement strengths formed under dif-
ferent numbers of reinforcements. With the degrees of free-
dom used in the study, an F ratlo of at least 2.7l or l.08
would have been needed to be significéntAat,the «05 (p<.05)
or the .01 (p<.01l) levels respectively. As was found, the
population variances turned out %o be.very nearly equal,
BEven at a much lower level of probability, the F ratio

would not have been large enough to be significant.

16
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Table 1

Summary of Analysls of Variance

Source of Degrees of P

Variance Freedon _ Ratio
Between 3 ——
Within 76 R
Total 19 | 8959

Bven though no significant differences were found,
a general pattern was noted. The pattern was similar to the
results of studies that have shown significant differences.

This pattern is shown in Graph 1.

- Graph 1

.Strength of Secondary Relnforcement
N ng
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288 | -
-~ (3]
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Chapter 5
CONCLUSICHS, RECOIIENDATIONS FOR FURTHER STUIY,; AND SUMMARY

Although sighificant differences between the dife
ferent reinforcement'groups‘were expected, thils was not the
case. Several reasons for the negative results have been
theorized. In the following sections, conclusions about the

study and recormendations for further study are discussed.

CONCLUSICIS

:;None of th¢ studies using human subjects reported
positive ;égults. This raises some doubts as to the applica-
tion of animal studies to humans. The greater majority of
studies that used rats found positive results;;’The only
study that used humans that came close to siéhificant results
was the one by Murillo and Capaldi.26 It may be that humans
do not acquire secondary reinforcement as readily as rats.
The verbal reinforcement used for humans may not nave had as
much reinforcing value as did the primary reinforcement for
the rats. It also may not have been cofrect to assume that
the methods for measuring secondary reinforcement are the

same for a man as they are for a rat.e It 1Is also possible

26

Murillo and Capaldi, loce cite

13
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that the differences between a rat's nervous system and a
human's nervous system make it easier for a rat %o respond
to secondary reinforcements Psychological factors may be

part of the reason too.

L
because of too many trials has been considered.27 The detri=~-

é; other studies the possibility of overlearning

mental effect of overlearning was supporited in this study by
the fact that the secondaryrreinforcement strength was lower
for the group that received 30 reinforcements than for the
control group which went through only about half as many
trials:> Tt was suggested that the relationship between the
number of reinforced trials and the nﬁmber of extinetion
trials may be & curvilinear function with the upper section

28

decreasing in value. This would at least partially explain

why the resistance to extinctinon was sometimes less for

P

.

greater numoers of reinforcements.(iFrom this it can be
theorized that there is a certzin poini at which secondary
reinforcement strength begins to decreasey

Secondary reinforcement should ve applicable to the
field of progreammed learning. The guessing game is similar

Kal
4

to & programmed text in that it also gives reinforcement for
the correct answer. The mein area of difference between the
two 1s that of the type of reinforcemente The relnforcement

for the guessing game is an extrinsic reinforcement. A

2T1pid. 281p1 4.
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programmed text needs an intrinsic reinforcer to be effec-
tive., Assuming that an intrinsic reinforcer is possible, it
is then a matter of how many reinforcements should be given,
While there 1s not a specific point at which secondary rein-
forcement decreases, 1t is belleved that a general range can
be determined. It would be necessary to determine a range
for each subject matter taught. If both of. these things'can
be accomplished, it is believed that_a great deal of progress
can be made in that area. This is believed in spite of fhe
negative results since a general pattern of secondary rein-

forcement was obtalilned.
RECOIGENDATIONS FOR PURTIHER STULDY

Several recommendations that may be helpful for

further studies are listed In this section.

Strength of Incentive

The subjects were told that the reason for the
guessing game was to see whether boys or girls were the
better guessers. It was believed that rivalryAbetween the
gsexes would be an incentive to guess. Apparently this incen-
tivelwas not strong enough since several subjects in each
reinforcenent group made no effort at guessing. Those sub-
jects gave a set pattern 6f respohses by alternating "key"
and "pen" as guesses. Those subJects came mainly from the
lowest grade level used, although subjects from the other

grades also showed this pattern to & lesser degree. The
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Incentive needed to be stronger in order to induce actual
guessing. The study would probably have shown better results

if the incentive had been stronger.

Age Differences

One possible reason for the negative results was
the agerlevel of the subjects.‘ It would have been better if
the subjects had been separated and compared by age level.v
That would havevtold whether or not there were any signifi-
cant differences because of age. By having allvgrade levels
together in the study, any differences because of age were

cancelled.

Sex of the Subject

The gsex of the subjects may have been another explan=-
ation fof the negative results. It would haﬁe been better if
they had been se?arated into reinforcement groups on the
basis of sex. Again, because they were not separated, any

differences tecause of sex were cancelled,.

Number of Reinforcazments

The other explanaticn for the negative results was
the number of reinforcemenits. Although only 3C reinforce-
ments were given at the most, this involved as many as 180
trials when both acquisition and extinction stages had been
conducteds That was possibly teco many trials. Subjects of
thls age level, especially those who were in the 3rd grade,

may have become bored after that maﬁy trials.
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SUMMARY

Thls study attempted to show that there are signifi-
cant differences betweeh secondary reinforcement strengths
formed under different numbers of reinforcements. The
results did not show any significant differehces. Results
were given and recommendations for further studies were
suggested. Whether thesé recommendations will improve the
chances of finding slgnificant differences does not appear
to be the main question any more. The main question seems
to be whether or not_it is p&ésible to measure secondary

reinforcement strength in humans by the use of this type of
study.
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APPENDIX

Reinforcement schedules based upon a random hmnber table29

Acquisition Extinction
KBY KBEY PEN PEN PEN ' PEN PEN
FEN PEN KEY PEN KEY PEN KEY
EY PEU KBY PEN KBEY PEN PEN
PEN KBY PEN KEY PEN KBY KEY
KEY KEY KBEY KEY PEN KEY . PEY
KBY PEN KEY PEN KeY PEN KEY
PEW KEY PEN PEN PEN KFY XKEY
PEN PEN KBEY PEN PEN KEY KEY
KEY KEY PEN KEY BY PEN PEN
KEY KEY PEN PEN PEN KEY PEN
PEN PEN PEN PEN . KEY PEN KEY
KEY PEN KEY KEY KEY PEN PEN
PEN PEN PEN PEN PEN KEY PEN
PEN KBY KEY PEN PEN . PEN PEN
PEN PEN KBY KEY KBY KEY KEY
KEY PEN PEN PEN PEN PEN Ky
KEY PEN PEY PEXN KEY KEY KEY
PEN PEN K&y KBY KEY KEY
KEY RKEY PEN PEN PEN
KEY PEN PEN KEY ' PEN
KEY PEN KEY KBY PEN
KEY KEY KEY KEY KEY
PEN KEY PEN PEN KEY
PEN PEW KEY KEY PEN
KEY KeY KEY PEN KEY
KBY KEY PEN PEN PEN
KEY PEN PEN KEY PEN
PEN KeY PEN KEY PEN
KgY PEN KEY PEN KEY
KEY KeY KEY KEY PEN
KEY KEY PEN KEY KEY
PEN PEN PEN KEY KEY
=y KEY KEY PEN PEN

29R0nald A. Fisher and Frank Yates, Statistlcal
Tables for Bilologlcal, Agricultural, and Iedlical Research
THew York: Hainer pPublishing Co., 1953), pp. 1lh-Lil5.
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