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Chapter :L 

INTRODUCTION 

Much attention has been paid to the phenomenon of 

secondary reinforcement. A large share of the work has con­

cerned the relationship between secondary reinforcement and 

prima~y reinforcement. ~i:Ost of the studies have used Hull's 

concept of secondary reinforcement as the basis for the 

study.l This concept was so attractive that is was used as 

an explanation for a very wide ra~Ge of studies. 2 Spence 

and Kendler used it to explain latent learning. 3 It was 

even used by ~nny to explain partial reinforcement.4 This 

same concept has been used in this study. 

In general there have been many studies that have 

been related to second~ry reinforcement. Relatively fevl of 

. the studies have specifically tried to find out why and how 

lC. L. Hull, A Behavior System (New Haven: - Yale
 
University Press, 1952), p. 6.
 

2J • F. Hall, "Studies in Secondary Reinforcement: 
Secondarv Reinforcement as a Function of the Frecuencl of 
Primary Pceinforccment,lf J. Comp. Physiol. Psychoi., 44-:-2L~6­
251, Septembor, 1951. 

3K• w. Spence and H. H. Kendler, lfThe Speculations 
of Leeper with Respect to the TOITB ~est of the Sign-gestalt 
Theory of Learning," J. Exp. Psychol., 38:109, February,
1948. . 

4111 • R. Denny, ftThe Role of secondary Reinforcement
 
·in a Partial Reinforcement LearnIng Situation," J. Exp.
 
Psycholo, 36:3'75, October, 19t~6. . ­
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secondary reinforcement 'I,'lorked.5 Almost alvlaysthe rat has 

been used as the subjec~ rather than a hunan. While this 

does not necessarily lnake those studies invalid for human 

learning conditions, it ~ould a9pear that a more valid stUdy 

would have resulted if huraans had been used. H~~ans were 

used in this stUdy in order to meet the conditions that 

were required for the specific purpose of the stu\]y. The 

specific purpose was to determine the effectiveness of a 

neutral stimulus as a fQ~ction of the number of times that 

it had been paired with verbal reinforcement in the experi­

mental setting. 

THE PROBUM 

The statement of the problem, the statement of the 

hypothesis, and the ass~~ptions are listed in this section. 

statement of the Problem 
I 

Is there any difference betITeen the strength of 

secondary reinforcement established u:..~der different nUIl1bers 

of reinforcements? 

statement of the Eypothesis 

There is no sisnificant difference in the strenth of 

secondary reir..i'orcement established ,mder diffE.rent numbers 

of reinforcenents. 

5Hall, 09- cit., p. 246. 
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Aasu..lJ1Ptions.. 
As was previously mentioned~ most studies have used 

rats rather than humans a,s subjects. Also primary rein-

f'orcement rather than verbal reinf'orcetlent was used. For 

the purposes of·this study, it was assur,1ed that human sub­

jects under verbal reinf'orcement would show the sane results 

as do rats lmder primary reinf'orcement. Maslow t s theory of 

motivation was used as the basis f'or this assumption. He 

postulated a need for achievement as an elemental hUI:1an 

need. 6 This need for achievement of hu..~ans and the hunger 

drive of rIO'. ts v/ere considere d to be similar. The verbal 

reinforcement would have the same effect for humans as dces 

primary reinforcement for rats. All measures of extinction 

rates f'or rats were assumed to be measures of secondary rein-

f'orcemont for humans since basic needs of each were being 

measured. It was also assurr,ed that there would be no signi­

f'icant differences as a function of the sex or age of the 

subjects. For this reason no 8f~0~t was made to separate 

the data by age or sex. 

IEFINITION OF TERMS 

In this section a list of terms used throuchout the 

study are defined. 

be. N. eofer and u. H. Appley, !l.0tivation:> Theo:t'y

and Research (New York: Jehn Wiley and Sons, Inc., 19"64) ,
 
pp. 68lj:-oo);
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Reinforcement 

'tAny circu.lJ1stance or event that incro8ses the prob­

abili~J that a response will reCl~ in a situation like that 

in which the reinforcinG co::dition uriginally occurod.,,7 

Secondary P~iq~orceme~t 

"Any reinforcing or rerTarding event or state that 

derives its effectiveness from a previous process of learn­

ing or conditioning. IIS 

7Horace B. English and Ava C. English, A Comprehen­
sive Dictionarl-~f PsycholoG~caland pSichoanalytical Terms 
TNe;',York: Da.vid IlflciCay Company, Inc., 9::.,8), p. 452. 

8Ibid ., p. 4-54. 



Chapter 2 

REVIEW OF ~SE LITFRATURE 

In a review" of the literature related to this study, 

several types of results were found. Some of the studies 

reported very positive findings, others were ouite negative, 

and still others reported ambiguous results. Because the 

positive studies were the most m.1Elerous, these are presented 

first. In all of the studies, bOt;h positive and neGative, 

Hull's theory of secondary reinforcement was used. He 

stated that as the number of reinforced acquisition trials 

increased, the resistance to extinction also increased. 9 

This corresponded with the relationship Pavlov stated when 

he urote: 

••• It is clear that the nore viEorous a condi­
tioned reflex, or in other words, the greater the inten­
sity of the excitatory process, the ~ore intense must 
be the inhibitory process in order to overcome it; and 
therefore the creater the number of ~~reinforced re~~ti­
tions necessary to bring about complete e:~tinction. 

The positive studies were in full agreement ~ith Hull's and 

Pavlov's theories. 

9Hull, op. cit., p. 23. 

lOr. P. Pavlov, Conditioned Reflexes: An Tnvestiga­
tion of the PhysioloGicaT Activity o£ the Cerebral Cortex 
\London: Oxrord Uni~sity Press, 1727), p. 430. 

5 
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In a study by Hall, 72 rats were placed in groups 

that received either 25, 50, or 75 pairings of· the neutral 

stimulus and the reinforcement. .The rats °aere trained in a 

straight alley. Half of the animals ran to a white goal 

box, the other half to & black Goal box. A significant dif­

ference ';"ras found between the group that receive d 25 pair­

ings and the group that received 75 pairings •. The group 

that received 75 pairings had a significantly larGer number 

of extinction responses. As a result of this study he con-

eluded "••• that the strength of a secondary reinforced 

stimulus increases as a function of the number of tll~es that 

it has been associated with primary reinforcement."ll The 

effects of varyir.g nm~bers of reinforcement on extinction 

following deprivation was studied by IJiles. In his study, 

480 rats were randomly assigned to groups that received 

either 0, 10, 20, ~O, 80, or 160 pair'ings of the stimulus 

and the reinforcement. The reinforcements used \'!ere food 

pellets. A light and the click of the liGht were used as 

the secondary reinforcers. A significantly larger nUllber of 

extinction responses ITas recor~ed for the experimental 

groups than for the control group8 This finding was signi­

ficant at the .05 level. l2 In another positive study, 

lIRall, Ope cit., p. 250. 

12R• C. Miles, tl'I'he Relative Effecti'leness of Secon­
dary Reinforcers Throughout Deprivation and Habit Strength 
Parameters," J. Compo Physiol. Psychol., 49:127, Februar'y,
1956. ---­
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Williams used the bQr pre3si~b responses of rats to measure 

secondary reinforcement. All responses were reinforced by 

food pellets. The rats were assiGned to groups that 

received either 5, 10, 30, or 90 pairings of the stimulus 

and the reinforce~ent. Those groups that received the high­

est number of pairings required the greatest number of 

unreinforced responses to obtain extinction. The ext inc­

tion phase was conducted again after time for spontaneous 

recove~J had been allowed. The animals that gave the most 

extinction responses were again the ones that had received 

the most pairings. I3 Similar results ~ere found by Perin 

in his stu~J of the relationship between reinforced respon­

seg and extinction responses. After 23 hours of food dep­

rivation, he reinforced rats for bar pressing responses. 

They were reinforced by food pellets and by the sound of the 

mechanism r:orkinc. The rats were divided into groups that 

received either .5, 8, 30, or 70 ,reinforcements. For all 

groups, as the number of reinfo~ced responses increased, 

the nuu10er of extinction responses also increased.lL~ Bar 

pressinG responses and the click of the mechanism were also 

used by Youtz. He divided his rats into groups that were 

given either 10 or 40 reinforce~ents. The groups that 

13~ B "['11' liD " .... t 0 E t" ..... asi:)•• ';~ ~ams, .I.les~svance x ~ncv~on a 
Function of the Nur:loer of Reinforcements," J. ~xp. Psychol.,
23:509, Hovember, 1938. 

14c .T. Perin, HBehavior Potentiality as a Joint 
Function of the Amount of Training and regree of Hunger at 
the Time of Extir.ction," J. Exp. Psychol., 30:97, February, 
1942. 
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received 40 reinforcements required the most nonreinforced 

responses to reac~ extinctione15 Lewis, and Cotton used a 

straight rll.l'J.way with reinforcement ava.ilable at the end. 

Food pellets Vlere use d as thd r eir.force'nent. They used 

rats that received· either 16 or 60 partially reinforced 

trials. Greater resistance to extinction was found for the
 

rats that received the 60 partially reinforced trials. 16
 

In a similar study by Lawrence and ~,fillQr) 32 rats were 

placed in a straight runway following 24 hours of food dep­


rivation. The rats were reinforced either 8 or 16 times
 

with food pellets. The group that received reinforcement
 

16 times was more resistant to extinction than was the
 
· 17
 group that received only 8 reinforcements. Hill and Spear 

used a 30 inch runway for a study in which the rats were 

given either 8, 16, 32, 64, or 128 pairings of the neutral 

stimulus and the reinforcement. The groups that received 

the least n~~ber of pairings also shoTIed the least nmnber of 

responses during extinction. For all groups as the number 

I5H. E. P. Youtz', '''Reinforcement, Extinction, and
 
Spontaneous Recovery, in a Non-Pavlovian Reaction,l1: J. Exp.
 
!~ycho~, 22:312, April, 1938.
 

16n• J. Lewis and J. w. Cotton, nThe Effect of Inter­
trial Interval and Number of Acquisition Trials with Partial 

. Reinfor'cement on Perfornance," J. Comp. Physiol. Psychol.,
.52:600, December, 1959. - ­

17n• H. Lawrence and N. E. Miller, TTl\. Positive Rela­
tionship between Reinforcement and Resistance to Extinction 
Produced by Removing a Source of Confusion from a Technique 
that had Produced Opposite Results," J. Exp. Psvchol., 37:
496 , December, 194-7.. .__..... •. 

:i 
~i 
11,1 

'I 
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of reinforced trials decreased, the number of extinction 

respons~s decreased also. 18 Ison also used rats in a 

straight runway. He placed the rats in groups that were 

given either 10, 20, 40, 60, 80, or 100 pai~ings of the 

stimulus and the reinforcement. He four.d a tendency for 

animals in the hieher nurr~er groups to give more responses 

during extinction. The ~vo highest groups clearly showed 

a higher acquisition of secondary reinforcement. 19 Bersh 

used bar pressing responses as the criterion for condition­
~I 

ing rats. The rats were divided into groups that received ,I'i 
1:1 

either 0, 10, 20, 40, 80, or 120 pairings of the stimulus 

and the reinforcement. After each bar press a light came 

on for 3 seconds. After being on for a second, a food 

pellet was released. During extinction the strength of 

secondary reinforcement increased for all nmnbers of pair­

ings, however, significant differences were found between 

only tVTO of the group combinations that were compared. 

Those tw'O vrere the 120 and the 0 (control) groups and the 

120 and the 20 groups. 

l8W• F. Hill and N. E. Spear, "Extinction in a Run­
way as a Function of Acquisition Level and Reinforcement 
Percentage," J. Exp. Psychol., 65:496, May, 1963. 

19J. R. Ison, "Experimental Extinction as a Function 
of the Nmnber of Reinforcements," J. Exp. Psycho~~, 64:314, 
September, 1962. 

20p • J. Bersh, liThe Influence of TV/o Variables upon 
the Establishment of a Secondary Reinforcer for Operant 
Responses,1I I. EXP.~ Psychol~, 41:64-65, January, 1951. 
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Of those studies not showing a positive relation­

ship between secondary reinforcement and the number of 

reinforcements, the study by North and Sti~~el was the most 

significant. That stUG~ was another in which rats were run 

in a straight runway. Rats given 90 or 135 acquisition 

trials were found to extinguish faster than rats that only 

received 45 acquisition trials. The evidence from that 

study was in direct opposition to the general assumption 

that more trials produced stronger secondary reinforcement. 2l 

Siegel and Wagner used the sanle methods and procedures as 

Hill and Spear. They gave acquisition trials of 64 and 184 

reinforcenlents. The rats that received the most reinforce­

ments were the ones that obtained extinction the Quickest. 22 

College students were used as subjects by Lewis and Duncan. 

In a situation resembling a poker game, the subjects were 

dealt four cards face up. They were required to guess if 

their hands were winners or not. They were paid for the 

hands that won, but not for any other hands. They were 

allowed to play the game as long as they wished. They were 

given the reinforcement of winning either 4, 8, or 16 times. 

The players who won the most number of hands took the 

2lA• J. North and D. T. Stimm.el, "Extinc tion of an 
Instrumental Response Following a Large Number of Reinforce­
ments," Psychol. Rep., 6:228, Augus~, 1960. 

22S• Siegel and A. R. Wagner, "Extended Acquisition 
Training and Resistance to Extinction," J. Exp. Psych6l.,
66:308, September, 1963. 
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longest time to extinguish. The extinction was to quit 

23playing the game. In another study using hw~an sUbjects, 

Murillo and Capaldi had colleGe students guess vmether or 

not a piece of cloth was in a lid covered tray. The pattern 

of reinforcer:lent dm"ing acquisltion ViaS two negatives (out) 

followe d by one posl tive (in).. The crl terion for extinc­

tion was eight consecutive negative responses. The groups 

received either 12, 24, 48, or 60 pairinGs of the rein­

forcement \"i th the neutral stimulus. The results were simi- I 
:rj

lar to those foa~d by North and Stimt1el except that none of :1 

24 I 

the differences was Significant. UsinG children as sub- I 
jects, r!lyers-, Craig, and Myers gave 'the reinforcenent in 

groups of either 2, 4, 8:1 or 16 training trials. This 

stuay did not find any significant differences between any 

comb~.nation of reinforcement groups. The factor of secon­

dary reinforcement was not even found to be significant. 25 

The basic difference bet"aeen the studies was that 

only those studies that used rats showed positive results. 

. 23D• J. Lewis and C. Po. Duncan, lI'The Effect of Par­
tial 'Reinforcement and Length of Acquisition-series upon 
Resistance to Extinction of a I!otor and a Verbal Response," 
~mer. J. Psychol., 69:645, December, 1956. 

2l.trJ. R. r.1urillo and E.J. Capaldi, "The Role of 
OverlearninsTrials in Determining Resistance to Extinc­
tion,"!. Exp. Psychol., 61:3L~6, April, 1961. 

251-1• A. Myers, G. J. Craig, and. J. L. Myers, "Sec­
ondary Reinforcement as a Function of the N~unber of Rein­
forced Trials," ChId. Develpm., 32:768, December, 1961... _.. ----... . . . 
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None of the studies using humans as subjects showed posi­

tive results. Differences were found between secondary 

reinforcement strengths, but none of those differences were 

significant .. 

II 
I~ 

I 



Chapter 3 

METHODS AND PROCE DURES 

It was necessary rirst to provide a means of vary­

ing the number o~ reinforcements in order to compare secon­

dary reinforcenent strengths. A guessing game was believed 

to be the simplest way of doing that. Because other studies 

had used guessing games, it made it easier to compare the " 

results of those studies with the present study. 

DESCRIPTION OF THE STUDY 

The following section is a description of the sub­

jects, the procedures used, and other information pertinent 

to the study. 

Subjects 

The study population consisted of 80 children from 

the 3rd, 4th, and 5th grades of Butcher Children's School 

on the campus of Kansas State Teachers College of Emporia, 

Kansas. 

~ssigmnent to Reinforcement Gro~ps 

The subjects nere randomly assigned to groups that 

received either 0 (control), 10, 20, or 30 pairings of the 

neutral stimulus and the reinforcement. 

13 
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Apparatus 

The apparatus used in the study consisted of a key 

and a pen as the objects to be guessed. Also used were the 

prepared reinforcement lists (Appendix), a tally sheet, a 

pencil, and a divider to prevent the sUbjects from seeing 

the pencil tap used as the secondary reinforcer. 

statistical Procedure 

As only the number of reinforcements was under con­

sideration, a one-way classification for simple analysis of 

variance was used to evaluate the data. 

METHOD OF GIVING REINFORCEMENT 

When the SUbject \'las seated, he was presented vtith 

tv/o objects, a key and a pen. He vias told to try to guess 

which of the two objects that the experimenter VIas thinking. 

Instructions were given to the subject to make his guess 

ai'ter the experimenter said trGuess." He ViaS told that 

during the first part of the game he would be told of all 

correct guesses, but that in the second part he would not 

be told. Vfuen the second part began he was notified. 

During the acquisition stage all correct answers: 
" 

were given the response of fTRight." For the experimental 

groups only, the secondary reinforcer of a pencil tap was 

given at the sa-l11e time that the experimenter said "Right •." 

This Vias done for the correct desired guesses of "key." The 

control group did not receive the pencil tap. This was the 

• 
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only secondary reinforcement given. The control group had 

to guess until they had given .sO guesses. The experimental 

groups guessed until they had given the number of correct 

desired guesses for the reinforcement group they ....Tere in. 

During the extinction stage of the study~ ,50 trials 

were given to all of the Croups. The subjects were told at 

that time that they would not know whether or not their 

guesses were correct. In the control group no secondary 

reinforcement was given during extinction. In the experi­

mental groups~ the secondary rein~orcer of the pencil tap 

was given. This was done at the same time that the exper­

imenter said IrGuess." Ho other reinforcement was given 

during either of these stages. A prepared randomly ordered 

reinforcement list was used to determine whether or not the 

guesses were correct. 



Chapter 4 

ANALYSIS OF DATA 

Data were collected from 80 sUbjects in order to 

determine Y/hether or not the secondary reinforcement 

strengths of various numbers of pencil taps were signifi­. 
cantly different. The data that v,rere compiled were computed 

by using a simple one-way classification of analysis of 

variance. The results of the study did not show any signi­

ficant differences b~tween the secondary reinforcement 

strengths formed under different numbers of reinforcements. 

The F ratio for the data was computed to be .8959. 

(See the summary of analysis of variance in Table 1.) . It 

was obvious that it ','las not a significant value without even 

consulting the proper tables~ since it was less than 1.00. 

It followed then, that there were no significant differences 

be~veen secondary reinforcement strengths formed under dif­

ferent numbers of reinforcements. With the degrees of free­

dom used in the stUdy, an F ratio of at least 2.74 or 4.08 

would have been needed to be significant at the .05 (p<.05) 

or the .01 (p<.Ol) levels respectively. As was found, the 

population variances turned out to be very nearly equal. 

Even at a much lower level of probability,. the F ratio 

would not have been large enough to be significant. 

16 
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Table 1
 

summary of Analysis of Variance
 

Source of Degrees of F 
Variance Fr-eedom Ratio 

Betvfeen 3 

Within 76 
Total 79 .8959 

~ 

Even though no significant differences were found, 

a general patte!.'nvTas noted. The pattern was sinilar to the 

results of studied that have shown significant differences. 

This pattern is shown in Graph 1. 

Graph 1 

strength of Secondary Reinforcement 
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Chapter 5 

CONCLUSIOHS" RECOMMENDATIONS FOR FURTHER STUDY" AND SUi',:]JvUillY 

Although significant differences between the dif­

l'erent reinforcement groups vrere expected, this was not the 

case. Several reasons for the negative results have been 

theorized. In the following sections, conclusions about the 

study and recommendations for further study are discussed. 

C·ONC LUS IOiJS 

,--­
(None of the studies using hmaan subjects reported 

"'--- ~,-" 

positive results. This raises some doubts as to the applica­

tion of animal studies to humans. The greater-majority of 

studies that used rats found positive results./'The only 
.... 

study that used humans that came close to significant results 
26 was the one by r1urillo and capaldi. It may be that humans 

do not acquire secondary reinforcement as readily as rats. 

The verbal reinforcement used for hQ~ans may not have had as 

much reinforcing value as did the primary reinforcement for 

the rats. It also may not have been correct to assu~e that 

the methods for measuring secondary reinforcement are the 

same for a man as they are for a rat. It is also possible 

26:Murillo and Capaldi~ loc. cit.
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that the differences between a ratls nervous system and a 

hUman's nervous system make ~tensier ~or a rat to respond 

to secondary reinforcement. Psychological factors may be 

part o~ the reason too. 

~n other studies the possibility of overlearning
( 

because of too many trials has been considered. 27 The detri­

mental effect of overlearning ~as supported in this study by 

the fact that the secondary reinforcement strength was lover 

for the group that received 30 reinforcements than for the 

control group which went throuSh only about half as many 
,,", 

trialS.) It VlaS sue;gested that the relationship between the 

number of reinforced trials and the nU'11ber of extinction 

trials may be a curvilinear function with the upper section 

decreasing in value. 28 This would at lea~t partially explain 

why the resistance GO extinction Vl9.S sometimes less for 
/' 

greater nuw~ers of reinforcements. (From this it can be 

theorized that there is a certain point at which secondary 
)

reinforcement strenGth begins to decrease' 
/

Secondary reinforcement should be applicRble to the 

field of progr2li~ed learning. The guessing.game is similar 

to a prograrr~ed text in that it also gives reinforce~0nt for 

the correct answer. The main area of difference betvlcen the 

~iO is that of the type of reinforcement. The reinforcement 

for the Guessing game is an extrinsic reinforcement. A 

27Ibid. 28Ibid • 
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programmed text needs an intrinsic reinforcer to be effec­

tive. Assuming that an intrinsic reinforcer is possible~ it 

is then a matter of how many reinforcements should be given. 

~'Jhile there is not a specific point at which 's econdar'"'lJ rein­

forcement aecreases~ it is believed that a general range can 

be deternined. It would be necessary to determine a range 

for each subject matter taught. If both of these things can 

be accomplished l it is believed that a great deal of progress 

can be made in that area. This is belie"ec1 in spite of the 

negative results since Q general pattern of secondary rein­

forcement was obtained. 

RECOlm:m:UDATIONS FOR FURTHER STUDY 

Several recommendations that may be helpful for 

further studies are listed in this section. 

Strength of Incentive 

The subjects were told that the reason for the 

guessing game was to see whether boys or girls were the 

better guessers. It was believed that rivalry between the 

sexes \'lould be an incentive to guess. Apparently this incen­

tive was not strong enough since several SUbjects in each 

reinforcement group made no effort at guessing. Those sub­

jects gave a set pattern of responses by alternating "key" 

and "pen" as guesses. Those subjects came mainly from the 

lowest grade level used, al~hough SUbjects from the other 

grades also showed this pattern to a lesser degree. The 
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incentive needed to be stronger in order to induce actual 

guessing. The study ITould probaoly have sho\m better results 

ir the incentive had been stronger. 

Age Dlrferences 

One possible reason for the negative results was 

the age level of the subjects. It would have been better if 

the subjects had been separated and compared by age level. 

That would have told whether or not there ~ere any sienifi­

cant differences because of age. By having all grade levels 

together in the study, any differences because of age were 

cancelled. 

Sex of the Subject 

The sex of the subjects may have been another explan­

ation for the negative results. It would have been better if 

they had been separated into reinforcement groups on the 

basis of sex. Again, because they TIere not separated, any 

differences because of sex were cancelled. 

Number of Reinfo:r.c8ments 

The other expla~ation for the necative results was 

the nQ~ber of reinforcements. AILhough only 30 reinforce­

ments were given at the nost, this involved as many as 180 

trials when both acquisition and extinction stages had been 

conducted. That was possibly too many trials. Subjects of 

this age level, especially those who were in the 3rd grade, 

may have become bored after that many trials. 
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SIDilMARY 

This study attempte d to shovr that there are signifi­

cant differences between secondary reinforcement strengths 

formed under different numbers of reinforcements. The 

results did not show any significant differences. Res'ul ts 

were given and recommendations for further studies were 

suggested. ~~ether these recommendations will improve the 

chances of finding significant differences does not appear 

to be the main question any more. The main question seems 
.. 

to be whether or not it is poss'ible to measure secondary 

reinforcement strength in humans by the use of this type of 

study • 
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APPEHDIX 

J Reinforcement schedules based upon a random 'number table29 
i 
:1 

1 . Acquis i tion Extinction~ 
J KEY KEY PEN PEN PEN PEN PENI, PEN PEN KEY PEN KEY PEN KEY 
I 
i 

1 

ia;Y PElT KEY PEN KEY PEN PEN 
l PEN KEY PEN KEY PEN KEY KEY 
1 
~ 

'1 

KEY KEY KEY KEY PEN KEY PEN 
I KEY PEN KEY PEN KEY PEN KEY
:j 

j PEII; KEY PEN PEN PEN KEY KEY 
J PEN PEN KEY PEN PEN KEY KEYj 
I KEY KEY PEN KEY KB~Y PEN PEN 
~ 
'II 

lillY KEY PEN PEN PEN KSY PEN 
j PEN PEN PEN PEN KEY PEN KEY 
1 KEY PEN" lillY KEY KEY PEN PEN
1 PEN PEN PEN PEN PEN KEY PEN, PEN KEY KEY PEN PEN PEN PEN 

I PEN PEN KEY KEY KEY KEY KEY 
KEY PEN PEN PEN PEN PEN Kb.,-y 

l KEY PEN PElT PEN KEY KEY KEY 
PEN PEN KEY KEY KEY KEY 
KEY KEY PEN PEN PEN 
KEY PEN PEN KEY PEN 
KEY PEN KEY KEY PEN 
KEY KEY KEY KEY KEY 
PEN KEY PEN PEN KEY 
PEN PEN KEY KEY PEN 
KEY KEY KEY PEN KEY 
KEY KEY PEN PEN PEN 
KEY PEN PEN KEY PEN 
PEN KEY PEl~ K8Y PEN 
KEY PEN KEY PEN KEY 
KEY KEY KEY KEY PEN 
KEY KEY PEN KEY KEY 
PEN PEN PEN KEY KEY 
PEU KEY KEY PEN PEN 

29Ronald A. Fisher and Frank'Yates, statistical 
Ta.bles for Biological, Ar;r i,cul tura.l, and Lie dical Researc h
THew York: Hafner pUblishing Co., 1953}, pp. 114-115. 
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