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CHAPTER 1 

Introduction 

The r'ational number field does not contain the solution to 

3 ...·1 _":/'IV".~ " - ';0 n· the ._, 
~,-,nl

1:1"_
m 'It cannot be t.risected hi, 

~ 
:> <:: 

_ 
...... ~;nh+ 

" - = - .. -'" 
...,x£edge and compass; the polynomial eQuation - 4x + "- = 

cannot be sol'v'ed by the elementar"d arithmetic operations 

and extraction of roots; and a pe,lygon of 17 sides can be 

e:ontructed v~i th a straight edge and compass. These 

seem i ngl y unr'e 1 at ed pr'ob 1 ems a 11 have a common bond in the 

field of mathematics known as Galois Theory. 

Evariste Galois (1811-1832) ~'Ilas able to establish a 

necessary and sufficient condition for the solvability of a 

polynomial EQuation by radicals. He associ at ed a grouD 

with each polynomial, and proved that a polynomial eQuation 

could be se,lved by radicals if and only if the associated 

group is a se,l vab 1 e group. This was the first use of the 

word "group" in mathematical literature. Earlier, Abel 

(1802-1829) had proved that fifth degree and higher polyno­

mials could not be solved by radicals in the general case 

Galois's r'oad to mathematie:al greatness l-'Jas characterizecl 

b':::i many detours. That he was able to accomplish anything 

at all was a tribute to his mathematical abilit'::l. His 

ability was not readily apparent when he first started 

school. Host of his early school teachers considered him a 

dim-~~itted tr'oublemaker with no aptitude for mathematics. 
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He car'ed lit.tle fOI-' his classwor'k, and his v~or'k r·emained 

med i oc,re. Had his teachers known t.heir dim-l-'Jitted ye'Ling 

student v'Jas too busy reading Legrendre's Geometry to bother· 

with t.he routine classlo'olork t.hey would have sur'ely changed 

their' opinions of him. His ability to comprehend not only 

Legrendre's work, but later the works of Lagrange and 

Cauch'::I led young Galois t.o attempt. admission to L'Ecole 

Pol y t echn i Que, the premi er rna t hema t i ca I schoo 1 of France. 

It was there he hit his first pothole, as he lt4aS denied 

entr'ance due to his lack of formal tr·aining. This did not 

stop him from his mathematical work and at the age of 

seventeen he submitted a paper to Cauchy v'Jhich v'4as t,:=! be 

presented to the Academie des Sciences. Cauchy already had 

one temporarily misplaced paper from Abel to his credit., 

but he c,utdid this deed by completely losing Galois's 

paper. Galois now had not only the examiners from L'Eccle 

Pc,l;::itechniQue er·ect.ing barr'icades to his pr'ogr'ess, but the 

academi c i ans as v'Jell. A second attempt to gain admission 

to t.he school also ended in r·ejection. As if these e'v'en t s 

wer'e insufficient. to fuel Galois's hatr'ed of author'it'::I, he 

rec:eived ne~'lS of his father's death. Galois's father was 

t. he mayor of the t own where Ga 10 is grelo'ol UP and a s t a.L1nch 

opponent of the clergy. False rumors spread by a priest had 

caused the older Galo15 to lose his job and in despair, his 

father commited suicide. 
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Galois made no more att.empts to '3ain entrance to LJEcole 

Poly techniQue, and set.tled for L'Ecole Normale, vJhere he 

went into training to become a teacher. He did not stop 

hi 5 resear'ch in rna t hema tics however, and in 1830 subm itt ed 

a paper to the Academie in competition for its prize in 

mathematics This time Fourier had the honor e,f lasing 

Galois's paper, although he had to die to do it. By nO~'J 

Ga I a i s I-'J a 5 a v e r y bit t e r you n g man and t h r ew his e f for· t s 

i nt 0 the revol ut. i on t hen occur i ng in Fr·ance. By way of a 

letter denouncing the administration of L'Ecole Normale, he 

managed to get expelled fr·om the school. He still 

continued his mathematical !<·.Jr·itings and submitted anot.her· 

paper to the Academie, this time through Poisson. Poisson: 

at least .. did not lose t.he paper, Io'Jhat he did do ~'Jas find 

it "incomprehensible" and returned it to Galois n'li:: 

Da~'er' cc'ntained some of the important resl.Jlts of the field 

of study that now bears Galois's name. Galois did not 

attempt. to submit any more papers to be pr'esented to t.he 

Academie. Instead Galois became a leader of the 

re'·./ol ut i on. His popularity with the people probably saved 

him f'rom worse t rea tmen t t han he r'ecei ved at t. he hands elf 

the authorities. As it was he was arrested t.wice and the 

second time spent. six mont.hs in jail. Shortly aft.er his 

reI ease he was ehall enged to a duel. I t is not clear 

Io'Jhether it was over a woman or his political activities, 

only that he did not survive it. The night before the duel 
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he stayed UP writing a letter in which he attempted to set 

down his mathematical ideas. Galois had intended his post-

humus letter and manuscripts for the A,::ademie, but the~ 

ended UP with Liouville. They were edited and published in 

his Journal in 1846, fourteen years after Galois's death. 

Galois Theory has roots that go back at least as far' as 

1700 B.C. for the Babylonians had a method of solving qua-I 

dratic equations. We do not know how the Babylonians came 

up ~'~ith their' \/ersion of the Quadratic formula, or ~'Jhether' 

they understood why it worked or if they merely followed a 

recipe that gave correct answers. The Babylonians did not 

possess knowledge of negative numbers, so they had a couple 

of versions of the process to deal with sums and dif­

f er'ences . In modern algebr.aic terms, trley ~\Ianted to find 

solutions to x + Y = sand xy = p, where sand p are given 

numbers. The steps the Babylonians used are: 

1) Take half of s 

2) Square the result 

3) From this subtract p 

4) Take the square root of the result 

5) To this, add one half of s for one of the number's; 

then subtract this number from s to get the other number'. 

I n symbol ic form: x = ~ {~)2 - P + 22' and y = x s. In 

other words, the Babylonians knew how to complete the 

square 
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It ~as not until the 15th century during the Italian Renais­

sance t ha t any rna j or progress "'las made in the fie I d of 

algebra, the Ancient Greeks had worked mainl':I in geometr·y. 

For' mathematics, the Renaissance was not a rebirth, bLlt a 

per'iod of ne~'l growth. In the sixteenth centur'y an alge­

braic solution of cubic eQuations was discovered. The Arabs 

had solved the cubic. but as points of inter'section of 

conic sections, not by any algebraic methods. In 1545 

Gerc,nimo Cardano (1501-1576> of Italy published both the 

solution tCI the cubic and to the Quartic equations. For 

this reason the year 1545 is freQuently taken as the 

beginning of the modern era of mathematics. Car'dano "'las 

not the originator' of the discovery, he having obtained a 

hint) t hr'ough br i bery and fr'aud, f or so I vi ng U-,e cub i c fr'om 

t-Hccolo Tartaglia (ca. 1500-1557). Cardano had prclm i sed 

not tCI r·e·...·eal the solution since he knew Tartaglia planned 

to make his reputation by publishing it. Tartaglia himself 

r!ad a rlabit of publishing material that "'las not his ovm 

,'Jithout giving credit to the or'iginators, so little 

sympathy is due him; at least Cardano gave credit to 

Tartaglia in his publication. There is also evidence that 

Tartaglia had received a hint for solving the problem from 

a third sour'ee, ample evidence that plagarism and intel­

lectual theft have a long history. The credi t for' bei ng 

the first to solve the cubic is generally given to Scipione 

del Ferro (ca. 1465-1526) who did not publish his findings. 
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The solution clf t.he Quart.ic equation ~~as accomplished b'd a. 

student. clf Cardano's, Ludovico Ferrari. Again, since t.he'd 

did not use negative numbers, they had twenty separate 

cases tc. consider'. His method was tCI reduce the Quar·t.ic 

equation to a cubic, known today as the "r·esc.lvent cubic", 

which could then be solved by methods already known. 

Finding the general solutions to the cubic and Quartic 

equations ~-\jere the first real advances ma.de in the thec·r'd 

of eQuations since the time of the Babylonians. Ho,,~ever' .. 

we should emphasize that these were only an advance in 

theoretical mathematics. Approximate solutions to some 

cubics k nc,wn in antiquity. For example, al-Kashili~ere 

(ca 1436) could find an approximate solution to any cubic 

eQuation to any desired degree of accuracy, So these 

theoretical discoveries did not help in the solution of an~ 

practical problems. What they did do was to cause a lot of 

mathematical attention to be focused on the field of 

a 1 gebr'a . I t was only logical that mathematicians would 

attempt to extend the methods of solving the cubic and 

quartic equations to solving the Quintic eQuation. nus 

problem was to occupy mathematicians for the next couple of 

c:en t. ur i es as t hey were f aced wi than unso 1 \led a 1gebl~a i c 

prc,blem compar'able to the classical geometr'ic problems of 

the Greeks, 
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The eighteenth century in France was a time of great 

turmoil and of great mathematical disco\/er-ies_ This ~-~as 

the t. i me of Lagr-ange, Laplace, Legrendre, CaTnot. , 

Condor-ce t. , and Monge_ It had the misfort.une to fall 

bet.L"Jeen the seventeenth (The Centurl~ of Genius) and 

nineteenth (The Golden Age) centuries_ t-1uch of ~\jha t. ~"as 

discovered during t.he eighteenth centur-',J pointed the 

dir-ecticln for- ~~hat l-\Ias to follow. This is especially true 

for the topic of this paper'_ In 1770 Lagrange published a 

paper' ~\Ihere he considered the solvability of equations in 

ler-ms of per'mutations of their roots It was to the l-\Iorks 

clf Lagrange, Legendre, and Cauc:h'~ that the fifteen year' old 

Galois turned ~~hen disgusted with the algebra texts his 

boarding school provided. 

To summer i ze I Ga I oi s 's wor-k ~'Jas publ i shed pos t humous l'~ b'~ 

Liouville in 1846 in his Jou,--nal. Abel \1802-1829} had al-

read'~ shown the f i f t h degr'ee po I ynomi a I was unso I vab I e by 

r·adicals. Galois was able to show that a polynomial 

equation was solvable by radicals if and only if the 

symmetric group on its roots is a solvable group. Although 

Galois Thec,r'y provides an algorithm for finding the roots 

of a polynomial that is solvable by r'adicals_, the main 

thrust of Galois Theory is the algebraic str-uctur-es of the 

systems arising from the polynomials. It was the ideas of 

Galois that led to the careful postulational tr'eatment clf 
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algebr'aic str·uc:t.ures. Ga 10 is and Abe 1 had the concep t. e,f 

fields imolicit in their' ~I/or'k, but the exolicit definition 

of a number field did not c,ccur unt.il 1879 by Dedekirld 

(1831-1916). This led t.o t.he ideas of int.egral domains, a 

generalization of the idea of' the integers. As descr i bed 

the search for the solut.ion to the oroblem of solving 

ool'~nomials of any degree has led to many imoortant dis­

coveries. 

Ir. this oaoer Ne are mainly concerned with establishing the 

Fundamen t. a 1 Theorem of Ga 10 is Theory for' fin it. e , nc.rma 1 .. 

seoar'able field extensions. The or'oof that. f'ifth degr'ee 

and higher ool'~nomials cannot be solved by r'adicals, \I~hile 

or'obably the most famous resul t of Galois, is beyond t.he 

scc,pe of this study. I n Chapter 2 we wi 11 oresent some 

backgrour.d infor'mation on ring theor'y in a form designed 

for' the material de\,'eloped in the later chapters on field 

extensions. This is the subject of Chapter 3 and the main 

bod'::! of work in the paoer. In it Io'Je ~'Jill examine finite 

field extensions, algebraic extensions, solitting fields 

f or' pol ynom i a 1sand the conceo t of norma 1 ex t ensi ons! and 

finally separable extensions. Chapter 4 is the Fundamental 

Theorem of Galois Theory, where we show there is a one-to­

one correspondence between the intermediate fields of a 

f'inite normal separ'able field extension and the subgr'ouPs 

of the Galois group of the field extension, 



CHAPTER 2 

Rings and Ideals 

This chapter will present some ideas, definitions, and 

theorems which will be useful in the following chapters. 

Def 2.1: A ring is a triple (R, +, .) io'Jher'e R is a set and 

+ and are bi nar'y opera t ions on R. (R, +) is a Abelian 

Group and (R. .) is a semi -group and the opera t ions are 

related by the distributive laws; 

1) a(b + c) = ab + ac 

2) (a + b) c = ac + bc. 

If ab = ba f'or all a, b E R, then R is a commutative r·ing. 

If there exists an element e of R, such that ae = ea = a 

for all a E R, then R is a ring with unity. In ~'Jhat 

follows e will be denoted by 1. 

Examples: (Z, +, .), (Q, +, .), <R, +1 'J, (C .. + ,';', 

(II'" • +, .) are all examples of commutative rings with 

identities with respect to multiplication. 

Homomorphisms and isomorphisms between rings are logical 

extensions of the same concepts for groups. 

Def 2.2: A ring homomorphism between two rings Rand R' is 

a mapping ¢: R ~ R' where, for all a, b E R; 

1) ¢(a + b) = ¢(a) + ¢(b) 

2) ¢(ab) = ¢(a)¢(b). 
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If Rand R' are rings with unities 1 and l' r'especti\!el'd, 

then we reQuire ¢(1) = l' 

Def 2.3: If ¢ is a ring homomorphism and ¢ is 1-1! then ,"p 

is a ring isomorphism. 

Def 2.4: Two rings Rand R' are said to be isomorphic iff 

there exists an isomorphism tP from R to R'O and tP is onto. 

This will be denoted R ~ R'. 

Def 2.5: A subr'ing of R is a subset 8, of R, which is a 

r·ing itself with r'espect to the same binar"d operations as 

R. 

Examples. Z is a subring of 0, R, and C; 0 is a subring of 

Rand C, R is a subring of C. 

Thm 2.1: Let. 5 be a non-empty subset. of a r·ing R. U-Ien S 

is a subring clf R iff for' all a, b E 5 .. ~"Je have a - b E 8 

and ab E 5. 

Example: The set zc...f2J = {m + n...f2 / m, n E Z) is a subrin'3 

of the ring of real numbers. 

Def 2.6: A commut.ative ring (R, +, .) is an int.egral domain 

iff whenever ab = 0, then eit.her a = 0 or b = O. 
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Remark: If a * 0 E R and there exists b * 0 E Rand ab = 0 

then a a~d b are zero divisors. So an integral domain is a 

commutative ring with no zero divisors. 

Def 2.7: If a E R and there exists b E R such that ab = i. 

then a is a unit of R. 

If every non-zero element of R is a unit, then we have the 

group structure on R - CO} under the operation of multipli­

cation. 

Def 2.8. A r· i ng (R I + , .) is a d i vis ion r'l ng iff (R - CO} I' ) 

is a group. 

To get to the field structure we must reQuire the multipli­

cative group to be commutative. 

Def 2.9: A ring (R, +, .) is a field iff (R - CO), .j is an 

Abel ian gr·ouP. 

Def 2.10: Let (R, +, .) be a ring and C be the set: 

c = ( n E Z+ !, nr' = G for all r E RL 

If C = 0 then R is said to have characteristic zero. If 

C * 0 then the smallest number' in C is the crlaracter'istic 

of R. The definition for the characteristic of a field is 
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the same as for a ring. 

Examples: 1 ) Let R be the r·ing of integer's, Z. Since 

there does not exist ann E Z+ sue h t hat 1n = n Z h.~s-.' 

characteristic zero. 

2 ) Conl!5 i der Z3' C will be the ~et {3, 6,9,12, } 

sin c e 3 k ( z) == 0 for a I IkE Z+ and for a I I z E Z3' So the 

characteristic of Z3 is 3. I n f act, for any n, ZI'l wi I I h ~. v e 

characteristic n. 

Def 2. i 1 : Let CR, +, .) be a ring. A non-empty subset A of 

R is a two-sided ideal of Riff: 

1 ) 02 1 a2 E A f or all a1' 022 E A 

2) If a E A, then ra E A and ar E A for all r E R. 

Let R be a rin9 and J an ideal of R. Let ~ be the ~et of 

all the distinct cosets of in R obtained by considering I 

as a subgroup of R under addition, i . e 

{a + / a E RL We know B is an abel ian 9rouJ:' ur,der~ = I 

the addition of easets which is defined by; 

(a + I) + (b + I) = (a + b) + I 

Similarl~ if we define multiJ:'lication in ~ b~; 

(a + I )(b + I) = (ab + I) 

One can prove this is a well-defined binary operation and 

~, with re~J:'eot to the~e operation~, i~ a rin9 and it will 

be called the Quotient ring of R with respect to the ideal 
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I . 

Thm 2.2: Let ¢-: R ~ S be a ring homomorphism bet~een ring 

Rand S then:I 

1) ker $ is an ideal of R,
 

2) ¢- is an isomorphism iff ker , = CO),
 

3) If lJ is a subring or ideal of R, then ¢(U) is a 5ub­

ring or ideal of 5, 

4) If T is a subring of 5, then 1>-1(T) is a subring of 

R, ml... ~a"I"'Q,"", if T is an ideal of 5, then ~-1(T) is ·3n idealI I_I V~_ ~I 

of S. 

Thm 2.3: (Fundamenta 1 Theorem of Ring Homomorphi sms) Le t 

¢-: R ~ 5 be a ring homomorphism. Then there exists a 

unique r·i ng isomorphism "if;; R 
ker '/J 

~ s such that the 

follo~ing diagram commutes 

¢­
R -+ S 

;~/ 
k er'/J 

._.. _R_In particular feR) Here ~ is the canonical homomc,r' ­- k er'/J 

phism ~: R ~ k:r1> , given by ~(a) = a + ker ,. 

Def 2.12: An ideal P is a proper ideal of a r'ing Riff 

P Tl' R or P Tl' (D). .F'· 

In a non-commutative ring we must differentiate between 
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left ideals and right ideals, but in this paper ~·Je l<'JiII be 

dealing with commutative rings, 50 all rings can be assumed 

to be commutative unless otherwise specified. NOI<'J ~'Je ~'Jan t 

to look at an ideal that is generated by a subset of a 

ring. Let S be an arbitrary subset of a ring R. The set 

of elements of the form Lr,siJ I r, E Rand S:.
.J 

E S and of 

finite length form an idea I . I t is called U-,e ideal 

generated b':l S. I f S = {51' !S2/ ... , then the ideal!Sit} 

generated by S is denoted ({51' 521 ... r Sn}) The elements 

of S are called the generators of the ideal. 

Def 2.13: An ideal that is generated by a single element. 

is known as a principal ideal. 

Def 2.14: Let R be a commutative ring. An ideal P ~ R 1S 

a prime ideal iff whenever' ab E P then ei ther a E P c,r 

b E P. 

Def 2.15: An ideal M is a maximal ideal of a r'ing Riff 

M ~ Rand if IJ is an idea I of R where M ~ U ~ R 1 t.hen 

either U = M or U = R. 

Given a ring R there is no guarantee that it has any 

maximal ideals. However' if R has a uni t el ement then it. 

has a maximal ideal (the Axiom of Choice is needed to prove 

this). Also there may be more than one maximal ideal in a 
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ring R. 

Example: Let R = Zand let p be apr i me, the n I = pZ i a a 

maximal ideal. 

Thm 2.4: If R is a commutative ring with unity, and t1 is 

an ideal of R , then H is a maximal ideal of R iff B 
M 

is .~ 

field. 

Cor'oll ary 2.1: A commutative r·ing lo'Jith unity is a field 

iff it has no proper non-trivial ideals. 

Thm 2.5: Let R be a commutative ring with unity. and let 

P :;: R be an ideal in R. Then P is a prime ideal iff e p is 

an integral domain. 

Since every field is an integral domain, we have the 

following corollary. 

Cor'oll ary 2.2: Every maximal ideal in a commutative ring R 

with unity is a prime ideal. 

Def 2.16: A fie 1 d Pis a pr i me fie 1 d iff it has no 

5ubfield other than itself. 

Example: 1) Q is a pr i me fie 1 d . If E S; Q then Z S; E 50 
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~ E E f c,r e 11 n E Z ,n,. 0 and ~ E E for a 11 ITo E Z. ~O::' 

E = 0,. 

2) lp is a prime field. 

Zp = <~) = { n + pZ / n E Zand pis apr i me} . 

E s:;;; Zp ~ 1 + pZ E E but I 

n + pZ = n ( i + pZ) so n + pZ E E and E = Zp. 

Thm 2.6: A field F of characteristic 0 is prime iff F ~ O. 

A finite field F of characteristic p is prime iff F~ Zp for 

some prime p. 

Polynomial Rings 

Let R be a ring Define the set P(R) = {(aoJ all )/ 
a;E R I E Z+ and a f ini t.e number of the ai J 5 are not zer·o}. 

Let a = (ao. an, . .. ) and b = (bo , b."l' ... ). Define 

a = b iff ai = b; fOI-' all t E Z+. Addition can be defined 

on P ( R) to '~ 0 = a + b = (ao + bo ' alt + bit .. ), i e .. 

OJ = a·I + b; . Clearly 0 E P(R). Multiplic:ation can be 

defined on P(R) by = ab; where c· = t a bi - Againo I ... .... 
./-0 

c: E P(RJ. P(R) is called a polynomial r·ing Clver R. P(R) 

is commutative iff R is commutative and P(R) has unitl~ iff 

R has unity. ( i R J O. 0 J is unity for P(R). I-Je can 

Jdefine a mapping¢-: R ~ P(R) by ¢(r) = r = (r, OJ 0, ... ), 

then R ~ ¢-(R). So we can think of R as a subring of P(R) 

under the identification r H (r, OJ O .... ). 
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Let R be a r·i ng li'J it r, unit,=, 1. Define x = < 0 .. 1 .. 0, ) , 

then 

v n.-
2 = ( 0, 

~ .' 1 .. 0 .. 

x'" 
~ 

= (0, 0 .. O. 1, O. 

XII = ~ 0 , 0, 1 , where the 1 is in the n + 1 

place. Then 

a.1x = (I], a1' 0, '" 

a _ v2 - (II 0 a U- ) e+·~ 
~ ..." - '--,' ) :2 , )... } .... -- . 

Hence an element a E P(R) can be wr'itten as a = (alj, at, 

- "'- ..I- a ..... + =_v 2 + 

ai'S coefficients. In the remainder of the paper the 

pol':Jnc,mial ring P(R) will be denoted R[:(]. An element 

f ( x ) E R[x] ~.J ill be denoted by 

f (x ) = ao + 3iX + a.;:x 2 + ... + an X 
n 

. The degr'ee of f' ( x ) IS 

the largest value of n for which an is not zero and will be 

den 0 ted b'::l de g( f ( x ) ) = n . The zero pol'::lnomial is the 

pol ynomi al ~·Ji th all the ai" 5 equal to zero and it '5 degree 

sr,a 11 be t r,e symbo 1 -00 and we wi 1 1 adopt trle usua.l 

con'V"entions that, -00 < n for' ever,=, n, (-00) + (-00) = - 010, 

'" _ .... 2 :. ,_ v n 

- """u I 1'· _,::J" We call x an indeterminat~ and the 

-c-~ + n = _I~, 1f f' ( x ) = ao + ai x -~".. + -rt .n. and+ 

de g( f ( x ) ') = n, the n all i 5 called the 1 e a din 9 co e f f i c i en t 0 f 

f ( x ) . 

Thm 2.7: If f, 9 E R[x], where R is a ring with 1, then 

1) deg(f + g) = max Cdeg f, deg g}, and 
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2) deg(fg) ~ deg f + deg g. 

The eQualit.y in (2) ~",ill hold if R has no zer'o divisor·s. 

In particular the equality holds in a polynomial ring over 

an integral domain. 

A constant. polynomial is one where ai equals zer'o for' all 

l 1. We srlould note here that the degr'ee of a non-zero 

constant polynomial is O. The only units of R[x] are the 

constant polynomials which corr'espond to the units in R 

under the embedding r .... (r, 0, 0, '" ). 

Thm 2.8: (Division Algorithm) Let. R be a commutative ring 

~'~it.h unity and f(x), g(:() E R[xJ. If g(x) r,as a leading 

coefficient b, then there exists a non-ne'3ative integer k 

and Q(x), r(x) E R[x] such that.: 

1 > bll f ( x) OIl Q ( x ) 9 \ x) + r' ( x) ~J i t h de 9( r' \ x ») < de 9( 9 ( x J) 

2) If b is not a zero divisor in R, then Q(x) and r(x) 

are unique. 

3) If b is a unit in R vJe may take k = O. 

In the following we will be concerned with polynomials over 

fields, in which case we have the following corollary. 

Corollary 2.3: Let. F be a field. For' any polync'mials 

f(x) .. g(x) E F[x], there exists unique oolynomia.ls 

Qb), r(x) E F[x) such that fIx) = Q(x)g(x) + r(x) and 
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d.g( r ( x ») < d e g( 9 ( x )) . 

2.4: (Remainder Theorem) Let F be a field. If 

f (x) = ao + + anX n E F[xJ and a E F[xJ, then there exists 

a uniQue polynomial g(x) E F[x] such that 

fix) = (x - a)g(x) + f(a), where: 

f ( 3 ) = ao + a1 3 + 32 3 
2 + .. , + 3na

R 
, (i. e. f ( a ) is the 

value of fix) at a in the classical sense). 

Coroll ar':I 2.5: (Factor Theorem) Let F be a field. I f 

fix) E F[x] and a E F, then (x - a) is a factor' of fix) (in 

the sense that fix) = (x - a)g(x) for some g(x) E F[x]) iff 

f(a) = O. 

Def 2.17: Let F be a field and fix) E F[x]. Any element 

a E F such that f(a) = 0 is called a zero of fix) in F. 

A conseQuence of the preceeding two corollaries is a limit 

on the number of zero that a polynomial can have. 

Cor'ollary 2.6: A non-zero polynomial fix) E F[x] of degree 

n can have at most n zeros in F. 

Our' next definition singles out a type of pol':lnc1miaIE. in 

the polynomial ring F[x] that is of major importance in the 

remainder of the paper. 
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Def 2.18: Let F be a field. A non-constant polynomial 

f(x) E F[x) is said to be irreducible over F iff f(x) cannot 

be expressed as the product of two polynomials g(x), h(x) E 

F[xJ where deg(~dx») -( deg(fix») and deg(~)(x») -( deg(fix»). If 

f(x) is not irreducible it is called reducible over F[x] 

A polynomial ~Jhich is irreducible over one field may be 

2reducible over a different field. X 2 is il~reducible 

over the rationals, but is r'educible over the reals. In 

other' wor·ds, the irreducibility of a polynomial depends as 

much on the field in Question as the polynomial itself. 

In F[x] the units are precisely the non-zero elements of F. 

therefore we could have defined an irreducible polynomial 

f ( x ) in F[:d as a non-constant polynomial I-'Jhere an'~ 

factorization f(x) = g(x)h(x), must result in either g(x) 

or h(x) being a unit in F[x]. 

Numerous sufficient conditions for a polynomial to be irre­

ducible are known. We will present only one of them here. 

Eisenstein's criterion for irreducibility: 

2 rt ELet f ( x ) = ao + ai x + a2 x + ... + anx Z[):J. ! f there 

exists a prime p such t ha t plao, pla1' ... , p Ian -1' but P'l an and 

p~aU} then f { x ) is irreducible in l[x] and a 1 c .... lS 

irreducible over Q. 

.-~ 
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Example: Let f(x) = 25xs - 9x 4 + 3x2 
_ 12., and let p = 3, 

then f(x) is irreducible over Q. 

2 '7.Corollar'y . , For any prime p E Z, the c'~c:lotclmic: 

polynomial 

, _ i p-1 p-2
¢p ( x ) = 

:.-p 
1 =x +X + ... +x+l x 

is irreducible over Q. 

Eisenstien's criterion holds when Z is replaced with a 

uniQue factorization domain D and Q is replaced by the 

field of Quotients of D. 

Def 2.19: A commutative r·ing R is a principal ideal rin':J 

iff every ideal of R is a principal ideal. A principal 

ideal ring which is an integral domain is a principal ideal 

domain. 

Example: (Z, +, .) is a principal ideal domain. 

Thm 2.9: If" F is a field .. F[xl is a principal ideal 

domain. 

Thm 2.10: Let F be a field and let p(x) E F[x), p(x) :;t:. O. 

The ideal (p(x» is maximal iff p(x) is irreducible over F. 
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Proof: Assume <p(x» is maximal.
 

Assume pix) is not irreducible, t.hen there exists g(x),
 

r(x) E F[xJ ~'~ith degrees less than the degree ':Jf pix) such
 

that p (x ) = g(x)r·(x). Cc,ns icier· <g(x». Since
 

p ( x) = 9 ( x ) r ( x ) , any e 1 em en tin < p ( x ) ) can be Hr· itt. en as
 

P(X)Cl(X) = g(x)r(x)Cl(x), for Cl(X) E F[x], and so is in
 

<g(x». So (p(x» ~ <g(x)}. We can assume g(x) is
 

ir·reducible over F, since if it isn't we can l.-'Jr·ite it. as
 

the product of t.wo polynomials with lesser degree and
 

continue until we have an i rr·educ i b 1 e polynomial.
 

1 ~ <g(:d). If it were, t.hen g(x) would be a const.ant
 

pol ynomi al and I'Joul d have degr·ee eQual t.o zero. But t.hen
 

de 9( P ( x ») - de 9( r· ( x ») ...., h i 0 h 00 n t r a d i 0 t ~ t.he def"inition 0+·
 

r(x). Since 1 ~ <g(x», <g(:() *" F[xJ. This implies t.he
 

degree of g(x) eQuals the degree of pix), which cont.radicts
 

the definition of g(x) So pix) must be irreducible.
 

Assume p(x) is irreducible.
 

Assume t.here exists an ideal I where <p(x» C Ie F[xJ.
 

is a I:,rincipal ideal, so I = <g(x» for some g(x) E F[x].
 

Since every element in <g(x» is of the form g(x)f(x), for
 

some f(x) E F[xJ, the deg(g(x») is less than or eQual to t he
 

degr·ee of an'::l 0 t her non-zero element of <g(x». By t.he
 

Division Algorithm there exists uniQue polynomials q(x)!
 

r(x) E F[xJ such t.hat p(x) = Q(x)g(x) + r(x). So
 

r ( x) E < 9 ( x ) >. But sinc e de g( r ( x ») < de g( 9 ( x »), r ( x) mu s t be
 

zero, which means pix) = Q(x)g(x). But p(x) is irreducible
 

J 
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CHAPTER 3 

Field Extensions 

In this chapter we will be looking at finite field 

extensions, intr'oducing the concepts of algebraic 

ext.ensions, normal extensions, and separable extensions. 

It will lead to the Galois theory of finite. normal, 

separable field extensions. 

Some books define a field K to be an extension of a field F 

if F is a subfield of K, however this lo'Jould exclude the 

case where K contains a subfield that. is isomorphic to F, 

but not necessari 1 y eQual to F. The following definition 

will allow that possibility. 

Def' 3.1: Let F be a field. An extension of F is a pair 

(K, i) wr,ere K is a field and i: F ~ K is a ring 

monomorph ism (1-1). K:F will mean that K is an extensic;n 

of F. 

The field F is called a ground field wit.h respect. to K. If 

K is an extension field of F with respect t.o ring mono­

morphism i: F ~ K, then F is embedded as a subfield of K via 

the identification of a E F with i(a). For' the sake clf 

broe", it y un 1 ess i is spec if i ca 11 y needed f or' purposes of 

clari ty we wi 11 not 1 ist it and just consider F as a sub­

field of K. 
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Examples: 1 ) The field of real numbers is an extension of 

the field of rational numbers and the field of complex 

numbers is an extension of both real and rational numbers, 

2 ) O( ..(2) = { P + Q..(2 I p, Q EO} i!l a n ext en !I ion 0 f 0.. 

If Ii',e consider a field F and the family Mao, a E I, of all 

subfields of F, then the intersection M of all these 

subfields will be the prime field of F. But., as we will 

see in the next theor'em, this prime field is isomorphic: to 

either a or Z~ for some prime p. So we can view every field 

F, as an extension of a field isomorphic to either' (] or Z~ 

depending on ~"-lhether t.he characteristic of' F is 0 cor some 

prime p. 

Thm 3.1: Let F be a field. The prime field of F i:. 

isomorphic to a or Zp.
 

Proof: Let F be a field whose unit.y is denoted e and let Z
 

be the ring of integers. Let ~ be the prime field of F,
 

Define ¢: Z ~ F by:
 

ne if n > 0 
¢(n) = ne, where ne = 0 if n = 0{ - ( -n ) e if n < 0 

¢ is a homomorphism from Z into F. Since e E ~! ¢ maps Z in­

to ~. The kernal of ¢ is not all of Z since ¢(1) = e * O. 

Suppose ¢ is an isomorphism. Then ~ has a subring 

isomorphic t.o Z and therefore a subfield isomorphic to the 

field of Quotients of Z, namely 0, But. since ~ is the 

smallest subfield of F, ~ is the subfield and ~ ~ Q. 
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Suppose ¢ has a non-trivial kernal. This kernal is a 

principal ideal. Let ab E ker ¢, so ¢(ab) = 0 ~ ab = I] ~ 

a = 0 or b = 0 since charZ = O. Assume a = 0, so ¢<a) = 0 

and a E ker if>. Ker if> i~ a IJrime ideal and Z is an
ker ¢ 

integral domain and ker ¢ is generated by a prime p. SCI 8 

has a subring isomorphic to Z". But Z" is a field, so 

4 c::: Z". 

Let K: F, then K can be cons i der'ed as a vee: t or space over F 

where addition is the usual addition in K and scalar multi ­

plication is the usual field multiplication aa, where a E F 

and « E K. 

Def 3.2: The degree of the extension K:F is the dimension 

of K as a "lector' space o'ver F. If dimF(K) is finite then 

K:F is called a finit.e extension, and is infinite 

otherwise. The degree of K:F is denoted [K:FJ. 

Lemma 3.1: [K:FJ = 1 iff K c::: F. 

Thm 3.2: Let M:L and L:K, then [M:KJ = [M:LJ[L:KJ.
 

Proof: We will prove this theorem by looking at the
 

extension as a vector space over the base field. Let
 

{a;l i E I} be a basis for H as a veotor space over L and
 

{ajl j E J} be a basis for L as a vector space over K. We
 

11 __ " .-._shall sho\i~ \(J,itJ.jl E I , E ...... basis M a vt ~ " i j J} .- a for as c: '-' ........ ,
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K. 

to show 1 i near independence assume	 L LIiJlxJ3,i = O. 
i£.1 j£.J 

""here '"'1;'j E K. This can be wri t ten	 L ( L'"'1i )3,j) o;i = 0 Since 
i£.1 j£.J . 

Li ..,(3. E L, V i E I , Lli )3,j = 0, V i E I , and hence /..
•.J = 0 

j£.J 'oJ oJ ,j£.J 

Tor each i E I and j E J, and we have linear independence. 

Then {~i/ i E r} and {,Gj/ j E J} are bal5el5 for the rel5pective 

vec t or spaces. Let 8 EM, then 8=Lni o;i where ni ELand 
it! 

i E and 17.. = LEi ,j,(3,j for i E I where t .. E K. Therefore 
'oJ

.;!,.J 

6 =	 L Lti)3jai and the Q;i,(3j span Mover K. 
iE-I .it ....1 

Example: Looking at o( f2 I •.J3): 0 I { 1, ..J2 I ..f3 I ..J6} is a basis 

Tor O(..J2, ...J3) over 0 I so [O(f2 I ..J3): 0.) = 4 

Corollary 3.1: [M:K) is finite iff (M.L) and (L:K) ar'e 

finite. 

Coroll ar'::/ 3.2: Let F o ~ FJ. ~ F 2 ~ ~ Fr be a seQuence of 

subTields, then 

(Fr : F0) = [F r : Fr-l ) (Fr-l : Fr-2) ... [F 1 : F0) . 

Cor'ollar'::/ 3.3: If [K:F) = p, where p is a prime, then the 

only subfields of K are K and F. 

Adjunction 

In this section we will examine different types of 
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extensions and see how to construct them. We L-Ji 11 be 

pr'imarily concerned with finite extensions. The au t. omor­

phisms of such extensions play an extremely import.ant. role 

in Galois theory. 

Let K be a field and S a subset of K. Consi der all 

subfields of K which contain S. The intersection of all 

these subfields is the smallest subfield of K ~\jhich 

"'" contains S.	 1 IL ~ K 
L~K 
SCL 

Def 3.3: Let K:F and let S be a subset of K. Let 

v = s I J F and consider the intersection of all subfields of 
'.J 

"'" This is the field obtainedK ~>Jh i ch con t. a in Y. IlL = F (S ) . 
L~K 
VCL 

from F by adjoining S to F. 

Remarks: i ;. In general F(S) is larger than FUS 

2) If a subfield F, of K, contains S, then it contains 

all polynomials in finitely many elements of S wit.h 

c: 0 e f f i c i en t sin Fand the CI u 0 tie n t s 0 f s u c h pol y nom i a 1 s . 

Thus	 we have, 

f ( a l' J an) /F(S) = {	 f(X1.' "I XII) E F[X11 ..... Xn] I
9 ( b i , , b.) 

g(X11 ... , x.) E F[X1' ... , X.], ai .. b i E S, 9 (b11 ... , b.;' ;ow!: o } 
I 

3) If S =	 {Sl' Sit} then FeS) = F({Sl' ... Sn} ) ~d 11 

....t .. ,.... ..... t:"'/_ ,_ "",,..P\,"',..II' __ t:"',/"""l, t:'" I -..~",	 ~I..,c: UC:"U\rC:U I \ =-1' -=Oil \I • .I" ""01 " ... ...,U ... OI J '\Ofl = f 'Q I . 

From the definition of F(S), S ~ F(S) and F ~ F(S) and F(S;' 
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is the smallest subfield of K that contains both F and S. 

4 ) I f 51 and 52 are subset s 0 f K , then ~'4 e h a v e 

F<51US2) = (F(S1»)<S2)' Note that F(S1) S; F(S1US2) and 

F(52 ) ~ F(51U52 ). Therefore (F(51 »(52 ) ~ F(51US2)' On Hie 

other hand F ~ (F(51 ))(52 ) and 5 1U52 ~ (F(51 »)(52 >. Therefore 

F(51U52 ) ~ (F(51 »(52 ). Thus F(51U52 ) = (F(51 »(52 ). ~Je can 

therefore write F(51 ) 52) instead of F(S1US2/' 

We will now define a special kind of field extension. 

Def 3.4: Let K:F. K is a simple extension of F iff 

K = F(a> for some a E K. 

It follows then, that any extension of F obtained by 

adjoining a finite set to F can be obtained by a seQuence 

of simple extensions. 

It is our object.i\/e to classify all possible simple exten­

sior.s Fir'st need to introduce the concept of~\je 

isomorphism of extensions to classify all possible simple 

extensions up to isomorphism. 

Def 3.5: Let i: K -t K" and j: L -t L" be field extensions. 

A field extension isomorphism between them is a pair' of 

maps (1, 1") ~'Jhere 1: K -t Land 1": K"-t L" are isomorphisms 

.~and 1" t' i = j 0 1. That is, 1 . the fol1 o~·Ji ng di agram 
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comutes, 

K!. K* 
~~ ~~* 

L -+ L* 
,j 

What this means is if the field structure is preserved by 

i somorphi sm tj K -+ L then the embedding of the smaller' 

field in the larger one is also preserved by tj. 

Def 3.6: Let K:F. An element a E K is called algebraic 

over F iff there exists a non-zero polynomial f(x) E F[XJ 

such that f(a) = O. Otherwise a is transcendental over F. 

t" ('7 iExample: .J2 is algebraic over Q since .. "C..:::, = o ~·lher e 

fix) = x2 
- 2. e and n are transcendental over Q. 

Def' 3.7: F(a) is a simple algebraic extension of F iff a 

is algebraic over F. Otherwise F(a) is a simple 

transcendental extension of F. 

We now want to look more closely at the structure of F(a). 

Let F[xJ be the polynomial ring over F. 

nF' [a) = { Co + cia + ... + clle I ci E Fin ~ o} 
is an integral domain. I t therefore has a Quotient field 

that contains a and F, but F(a) is the smallest field which 

contains both a and F so F(a) is the quotient field of 

F [aJ . Hence, it can be characterized, 
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F(a) = {~~~~I f, 9 E F[x), g(a) ~ o}. 
F[x], being all polynomials in one indeterminant. o',,'er F, 

satisfies t.rJe requirements for' an integr'al domain. Let 

9: F[x) ~ F[a) be defined by, 

¢(co + CiX + ... + CnX") = Co + cia + .. , + c"a
fl 

It. is an onto r'ing homomorphism. The kernal of tP is an 

idea 1 . By the Fundamental Theorem of Ring Homomorphisms we 

k no...., :e[/ ~ == F [ a). So :[x~ is an integral domain and ker' ¢ 
er 

is a prime ideal in F[x). Also ker ¢ '# F[x) since ¢(1) '# O. 

Since F is a field, F[x) is a principal ideal domain, so 

ker' ¢ = <0> or ker ¢ = <p(x» where p(x) is a non-zer'o 

polynomial in F[x). Let us examine these two cases. 

Case I: k er' if; = {O> 

Then F[XJ == F[aJ and the quotient fields F(x) and F(a) are 

isomorphic. a must be transcendental, since ker if; = <0>. 

Moreover [F(a):FJ = CIO Assume [F(a):FJ = n, n finite, then 

the n + 1 elements 1, a •... a" are linearly dependent over 

F. This implies there exist Ci E F, i = 1, ... in, such that 

Co + cia + ... + c"an = 0 and Ci :;t: 0 for some i But then 

f ( x) = Co + c 1 X + + CnX" is a nc·n-zerc, poll:lnomial in F[):J 

where f(a) = 0 a contradiction of the assumption that a is 

t r'anscenden t. a 1 . 

Case I I : ker' if; '# <0) 

Since F[xJ is a principal ideal domain, ker if; = <p(x» for 
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p(x) E F[x). Therefore all polynomials in F[x) t.hat 

a as a root are of the form p(x)f(x), where f(x) is an 

arbitr·ary polynomial in F[x). p(x) is the IO"'Jest degr·ee 

polynomial in F[x) which has a as a root, since 

de g( p ( x ) f· ( x ») = de g( p ( x )) + d e g( f ( x )) ~ de g( p ( x ) ) . We a.lso 

olaim that p(::() is irreducible. If p(x) is reduc::ible, then 

p ( x) = p J. ( X ) P2 ( X ) . The ref 0 r· e p ( a ) = p 1 ( a ) P2 ( a ) = 0, but 

t his imp lies t hat e i the r p J. ( a) = 0 0 r P2 ( a) = o. Then ~'je 

have a as a root of a polynomial in F[x) that has a smaller 

degree than p(x), but we have already seen that cannot 

happen. Since p(x) is irreducible, the ideal (p(x» is 

maximal and hence Ffx~) i~ a field. Now, ~ince F<a) is t.he 
(p x. 

smallest subfield of K containing F and a and since 

::::::> F[ J = .F[x)F(a> _ a -(p (v»'... 
we mu~t have FCa) = F[xJ.
 

If u is a non-zero element of F, then (p(x» = (up(x». So
 

p(x) is not uniQuely determined by the ideal, ker ¢. Bu t vJe
 

may normalize p(x) to a monic polynomial.
 

The p(x) which generates ker ¢ is uniQuely determined by:
 

1 ) p(x) E F[x]. 

2) p ( a) = 0, 

3) !='(x) is monic, 

4) p(x) is irreducible over F, 

5) if f ( x ) E F[x) wher·e f(a) = 0, then p(x) divides 

f Cx ) . 

To show uniQueness, assume there exists an f(x) E F[x] 

satisfying 1 ) through 4) and that p(x) and f(x) ar·e 
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relatively prime. Then there exists g(x), h(x) E FCx) such 

tha t 9 ( x ) p ( x) + h ( x ) f ( x) = 1. But the left side of thiE. 

eQuation evaluated at a eQuals zero so f(x) does not exist. 

From the preceeding discussion we have established the fact 

that if a is algebraic over F, then F(a) ~ FCa). n-,er'efot-e 

ever'~ e 1 emen t of F(a) is of the form f<a) for some 

f(x) E Fex). 

Def 3.8: The irreducible polynomial p(x) of a over F will 

be denoted I r'r( a, F). The degree of I rr ( a, F) is ca 11 ed 

the degree of a over F and is denoted deg(a, F). 

Examples: 1 ) p(x) = x2 
- 2 is monic irreducible ever 0, 

2 so	 I rr(..f2, Q) = x - 2 and de g(-.[2, 0) = 2. 

2) a =~ 1 + ..J3 E R is a zero of 

4
p ( x) = x - 2x 2 

- 2 E Q e x J .' 

~nd by Eisenstien's ir'reducibility criterion ~'Jith p = 2, 

1:.( x ) is seen to be irreducible over o. Therefore 

4
I rr( 4 1 + ..f3, 0) = x 2x 2

- 2 and~ 1 + ..[3 is algebraic of 

degree 4 over O. 

As has been pointed out before, if F(a) is an extensic.n 

field of F, then F(a) is a vector space over F. 

Thm 3.3: Let F<a) be an simple algebr'aic extension of F 

2~'IIith deg(Irr(a, F») = n. Then 13 = {1, a I a , al'l-l} is a. 
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basis for F(a) as a vector space over F 

Pr'oof: It must be shown that S spans F(a) and the elements 

of ~ are linearly independent. 

Let 1 E F(a), so 1 = f(a) for some f(x) E F[x), where 

f ( x) = bo + b 1 x + ... + b.x·, b; E F [x J. 

2So I = bo + b 1 a + b 2 a + + b.a·. By the di\/ision 

algor'i thm there exists Q ( x) , r ( x ) E F[x) such that 

f ( x ) = Q(X)p(x> + r ( x ) , p(x) = Irr(a, F) and 

de g( r ( x ») < de gl.p(x )) = n. Therefore f(a) = Q(a)p(a) + rIa) 

and since pIa) = 0, f(a) = r·(a). Since r has degree less 

f ( a ) .-- /{
than rtl = ~u + cia + + Ck a ~Jhere k s n 1. 

Therefore 1 is a linear combination of the elements of S. 

To show the linear independence of S over' F, let 

"-1bo + bia + ... + b"_i a = O. 

,,-1This implies f ( x ) = bo + b1x + ... + b"-1 X has a root in 

F(a). But deg(f(x») ~ n - 1 so f'(x) == 0 

Corollar':J 3.4: Let F(a) be a simple algebraic extension of 

F, the n [ F ( a ) : F) = de g( I r r ( a, F») == n. 

Coroll ar':J 3.5: For all S E F(a), S can be written uniQuely 

CI'I_i a ,,-1as t3 = Co + Cia + ... + C, E F. 

Coro 11 ary 3.6: Every a of the simple algebr'aic extension 

F(a) is algebraic over F. 

Proof' : Consider the elements 1, a, ... , an in F(a) .. b'::l the 
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p... e .... <:lCld;,.,.., ..........._'_1 0 1 1 ~_ru=' _ .... f theI po'·'e"'c:1_"'" (..,..... L- <" ,., \ m111_="<:lach _ ...-. ....,1< III ~ ho::>I 6'1,= .....	 __,_~.'\, ~ 

writ.ten	 as, 

k _ b. _ h b 11-1 
Q; - 011 - -111 a + ... + 0'1- i k a <k = 0, 1, ... , n) 

n 1Thus we have n + 1 eQuations in the elements 1 , a, ..... a ­

and by eliminat.ing t.hese latter elements it follows that. 

t.here ex i sts co' C1' , Cn E F, not all zero for which 

co·l + C1·a + + Cfl'«0'1 = o. 

Thl_ls f(x) = Co + C1x + + Co'Ixo'l E F [x] is a non-zero 

polynomial with f(a) = O. Hence a is algebraic over F. 

The next t.heorem 1S a summary of the previous results ~\Ihen 

K is a simple algebraic extension of F and a E K is 

algebraic over F. 

Thm 3.4: If K:F is a field extension and a E K is 

algebraic over F, then: 

i ) F(a) = F [x] where pix) E F[x) i~ an irreducible 
(p(x)}' 

monic polynomial of degree n ~ 1 uniQuel~ determined by the 

conditions that p(a) = 0 and g(a) = 0, for g(x) E F[x] iff 

p(x}lg(x). 

2) F(a}:=:: F[a]
 

-1 2
3 ) t , a, a , a"-i) is a basis for F(a) ·3.5 a vector 

space over' F 

4) [F(a):F] = n 

5) Ever~ element of F(a} can be written uniQuely in the 

...L. .... • a"- 1 I., i • h ..... E Fform cO'i + c 1 a + . -"-1 .... -, •J v 
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;3
Example: Let. K = Rand F = 0 and p( x) = x 3x - i E 

o[x] . p(x) is irreducible and monic over G. I t. rlas at. 

least. one real root. a E R. Let. ~ E O(a) and look at how ~ 

can be writ.ten as ~ = Co + cia + C2 a2 . 

Take a = a 4 + 2a;3 + 3, so 

f ( x) x + 2x3 + 3= 4
 

= (x3 
- 3x - l)(x + 2) + (3x 2 + 7x + 5), so
 

4 3 
.3 + 2a3 + 3 = (a 3x l)(a + 2) + (3a2 + 7x + 5). 

Theref ore a = :3a2 + 7x + 5. 

The multiplicative inverse of 3a2 + 7a + 5 in 0(,3.) may be 

cal cuI at. e d as f Q 1 1 ows; sinc e x 
;3 3x - 1 is irreducible in 

(J[x] , t.he pol':Inomi al s p(x) x3 3x 1 and= 
f ( x ) = 3x2 + 7x + 5 are relat.ively prime i r; o [x] . Hence 

there exists polynomials g(x), h (x ) E OC x] such t.hat 

{x3 - 3x - i)g(x) + ( 3x2 + 7x + 5)h(x) = i ~
 

( a3 - 3a - l)g(a) + ( 3a2 + 7a + 5)h(a) = 1 ~
 

(3a2 + 7a + 5)h(a) = 1.
 

Therefore, h(a) E OCa] is the inverse of 3a2 + 7a + 5. One 

7 2 26 28ca.n compute r;( a ) = + by the Eucl i deanlll a lll a 
111 

Algorithm. 

If two fields are isomorphic, what conditions on extensions 

of these fields will make the extensions isomorphic. 

Thm 3.5: Let ¢: E -+ F be a field isomor'phism and a. is an 
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element of some extension field of E and ~ is an element of 

50me extension field of F. Assume that either: 

1) a and ~ are both transcendental over E and F respec­

tively, or 

2) a is the root of an irreducible polynomial 

f (x ) E E[xJ and ~ i5 the root of ~(f (x ») E F[ x], where 

~: E[xJ -+ F[xJ is the extension of ~: E -+ F. 

... 
Then ~ extends to an isomorphism ¢: E(a) ... F (~ ) , where 

¢ " (a) = ~. 

Proof: 1 ) Let ~: E -+ F be a field isomorphism. It has an 

extension to a ring isomorphism ~: E[x] -+ F[x] defined by: 

~( ( f ( x ») = ~ (Co + Cl x + ... + c.x· ) c· E E l 

= (~( co) + ~(Cl)X + ... + ¢ (c.) x·) E F [x] . 

First we will show ~ is an isomorphism. Assume m < k 

~( Co + C1 x + '" + c.x· ) + ( bo + b 1 x + .. + b/(x ll ») 

= ¢( (co + bo ) + ( C1 + b 1 )x + ... + ( c. + b. ) XII + ... + b/lX"} 

.... ¢ (co + b o ) + ¢ (C1 + b 1 )x + ... + ~(c. + b.) x· + ... + ¢ ( bji ) xli 

= ¢ ( co) + ¢ ( bo ) + ... + ¢ ( c. ) x· + ¢ ( b.) x· + ... + ¢ ( bit ) XII 

= ¢ ( co) + ¢ ( 01 ) X + ... + ¢ (c. ) x· + ¢ ( bo ) + ¢ ( b 1 ) X + ... + 

¢ ( bit ) xk 

-. II - It· = ¢ (co + c 1 X + ... + c.x) + ¢ (bo + b 1 X + ... + b li X ), and 

addition is preserved. 

Consi der ~( Co + C1X + + c.x·) (bo + b1 x + + bkx ll »). 

Hul ti pI yi ng inside the parenthesis, the terms of the 

product will have the for'm (Loib.;)x"', whare i + j = rand 

- ... r ~ m + k. Then ¢ acts on this product by ¢(Lcib.;)x .:and 
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henoe (L~ (0. )~ (bj) ))(1' . But thi~ ~ill faotor to
 

(, (Co) + ¢ ( C1 ) X + ... + ¢(C.) x·)(¢ (bo ) + ¢ ( b1 ) X + + if; (bj() ::/) =
 

_( Co . ­ ~. 

+ C1 X + + c.x )tjl (bo + b 1 x + + b,.x ), and 

multiplication is preserved. Assuming ¢ is not 1-1 or onto 

will force ¢ to also not be 1-1 or onto. 

_ can be extended to /j): E(x) .... F ( x) on the Quotient fields 
¢( f ( x )) 

of E [ x] an ,j F ex J b'::l /il{ f ( x ») = We will now show that
9 (x ) ¢( 9 ( x )}' 

~ is an isomorphism.
 

Le t m ( x ) , n(x) E E(x), m(x) ... £J...xJ and n(x) .. tLLL2 for
~o 
9 (x ) j ( X ) , 

some f ( x )! 9 ( x ), h ( x ), j ( x) E E Cx J, where 9 ( x ), j ( x) :#: O. 

lIJ(m(x) + n(x») = lJJ(f(x) + ~~x») = lJJ(f(X)j(X) +. 9(X)h(X») = 
g(x) J(x) g(x)J(x) 

¢(f(X)j(X) + 9(X)h(X») i>( f ( x ))i>( j ( x ») + ¢( 9 ( x ))4i( h ( x )) 

¢( 9 ( x ) j ( x )) = ¢( g ( x ))¢( j ~ x ) ) = 

"i(t (x») "il' h(x ») .f (») (h (») ( . . )+ = IJJ(_X- + IJJ _._x_ = IJJm(x») + !tl(n(x)<i(9 ( x )) $( j ( x )) .9 ( x ) J ( x ) . 

and addition 15 preserved. For multiplication, let m(x:' 

and n(x) be as described for addition, then 

.1 (f ( x ) h ( x r (f ( x )h ( x ») ¢( f ( x ) h ( x )) "i( f ( x ))i>( h ( x ») 
ij) 9 ( x )' j {x )J = lIJ. 9 ( x ) j ( x) = ¢( 9 ( x ) j ( x ») = ¢( 9 ( x ))¢( j ( x ») = 

4i( f ( x »)."i( h ( x ») = lIJ( f ( x »)1J,I( ~ ( x »)
¢(9 ( x ») $( j ( x ») 9 ( x) .J ( x ) 

and multiplication is preserved. 

Now we have, E(<<) ~ E(x) ~ F(x) ~ F(~), so E(<<) ~ F(a). 

2) Let f(x) E ECxJ where f(<<) = 0 and f(x) is monic irredu­

cible. 

To show ~(f(x») i~ irreducible over F[x), we a~~ume it is 

not. Then U',ere exists fleX), f 2 (x) E F[xJ such that 
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~( f ( x ) ) = f 1 ( X ) f 2 ( x ) . Since ¢ is an isomor'l=>hism, there 

exists ~-1(f1(X»), ~-1(f2(X») E E[:d and 

f ( x) = ¢-1( f 1 ( X ) )~-1( f 2 ( X ») and i s red u c i b 1 e . 

The maps~: ~fx~, ~ E[~] ~ E(a) and< x.? 
~: F(x] ~ F[~] ~ F(~), 

<f/( f ( x )) > , 
where ~(g (x) + < f ( x ) ) ) = 9 ( IX) and ~l h ( x) + <¢( f ( x »)) = h ( ~ ) 

are isomorphisms. 

The mal=> e: E[x] -t _rEx] given b~
<f(x» <f/lf(X»)> . 

€'( 9 ( x) + <f ( x ) >) = . 4>( 9 ( x )) + <4>( f ( x ))> is an isomorphism. 

Therefore the composition 
-1 

')'\" e F r .. ~ liJE[x] L Jl. J ~E (a) ~ ~ F(,(3) is an i somcw­
<f(x» <f/( f ( x ») > 

phism of fields such that (~ 0 €I 0 1f-1) (a ) = (3. 

A cor'ollar~ elf this theorem is that an isomorprlism e,f a 

field extension exists which sends roots of an irreducible 

pol'dnomi al to each other, but leaves the base field 

unchanged. 

• I •Coral 1 ar'~ 3 '7. Let K and L be extension fields of F and 

let a E K and 13 E L be algebraic over F. Then ~ and 13 are 

r'oots of the same irreducible polynomial f(x) E F[x] iff 

there is an isomorphism of fields F(a} ~ F«(3) which sends a 

onto ~ and is the identity on F. (In particular if K = L!) 

Proof: For the uif N part of this theorem we can apply the 

previous theorem wi th ¢ being the identi ty on F, so that 

i(f) = f, for all f E F[xl. 
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For the "only if" part, suppose n: FCaJ ~ FCB] with n(a) = S 

and n(lJ,} = IJ, for all IJ, e F. Let fix} E F[x] be the 

irreducible polynomial of the algebraic element a. If 

1'1	 I'lif ( x ) =	 L Ui X , where u,, E F, then 0 = of ( a , = LU~' a.~' . 
i=O i=O 

therefore 

n . 1'1. '" I'l . 
I'l ( .)o = n(±Uiai) = ~f)~~ = Ln(ui,n(a') = ~uitTi(a)r = '" LUi[)., = 

i=O ;=0 .=0 i=O 

f(.e) . 

The point of the previous theorem is that given an 

isomorphism ¢: E -+ F between f·ields. it can be extended to 

an isomorphism between the larger fields E(a) and F(~) 

Such extension theorems, saying that, under suitable 

condi t ions I maps between "sub-ob j ects" can be ex t ended to 

maps between "objects", consti tute an important t.echnique 

in mathematics. Since, with the given hypot.heses, the 

extensions E(a}:E and F(.e):F are isomorphic, we can identify 

E ~'jith F and E(a) with F(.e) via the isomorphism betvJeen 

them. 

So far we assumed we are gi '."len an ex tensi on f i el d K e,f F 

and adjunction of elements to F took place in K. Our' nex t. 

two theorems show it is r'eall y not necessary to have K 

given in advance. 

Thm 3.6: If F is a field, then there exists a simple trans­

cendental extension of F. 

Proof: Let F(x) be the field of all rational funtions of 
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an indeterminate x with coefficients in E, i.e. E(x) is the 

field of quotients of the integral domain E[x]. So EL() is 

a simple transcendental extension of E. The uniqueness of 

E(x) up to isomorphism follows from the previous theorem. 

No~ we want to look at algebraic extensions of a field. As 

we have seen previously, if we have a simple algebraic 

ex tens ion E ( a ) , there exists an irreducible polynomial 

p(:() E E[x] such that pia) = O. We will now start with an 

irreducible polynomial in E[x] and then construct an exten­

sion field of E in which the polynomial has a root. 

Thm 3.7 (Kronecker): Let E be a field and p(x) be an irre­

ducible polynomial over E. Then there exists a simple ex­

tension, E of E, such that p(x) has a zero in E. 

Proof' ; Since pix) = ao + a.1x + ... + ao'txo't is irreducible in 

f[x] .F, <.p(x» i5 maximal ideal in F[x), 50 (p(x» 15 a field 

Let E = E[x] Define ~: f ~ E~X~ by ~ia) = a + (pix»(p(x)}' (p x ) 

Let !ida) = ~(b), so a + (p(x» = b + (p(x», which implies 

a - b E (p(x», which in turn implies that a - b = p(x)Q(x) 

for 5c.me q(x) E F[x) ~"lit.h deg(q(x)} ~ n. But. a - b E F, 50 

a - b = 0 and a = b. Thus ~ is one-to-one. 

~(a + b) = (a + b) + (p(x» 

= (a + (p(x ») + (b + (p(x ») == !II(a) + ltdb), also 

~ ( a b) = a b + <p ( x » = (a + <p ( x ) »)( b + <p ( x ) >) 

= ~ ( a )IP ( b ) , 
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a homomorphism. 

E Fex]Let IX = X + (p(x» 
(p(x» 

o (,:t) = ao + a1( x + <p (x )» + ... + a/t(x + <p ~, x ) . >)'" =
 

(dO + d1X + ... + al'lx/t) + (O(X» = p(x) + (p(x) =
 

(p(x» = 0 

I - •Example: I__Q t ~ - RandI let ~I..( X \ ~ -- x2 + _1 This is irredu­

cible in R, so «x2 + 1» is maximal in I([xl and Rex] 
{:.<2 + 1> 

is a field. Each r E R is identified with 

r + (X 2 + 1> E ~ ex] 
(x£ + 1> 

so f( can be viewed as a subfield of fexl If we let. 
(x + 1> 

x = x + (X
2 + 1>. then 

~2 + 1 = (x + <x2 + 1»2 + (1 + <x2 + 1» = 
2 2(x 2 + 1) + (X + 1> = 0, and a is a zero of x + 1. 

~exl is isomorphic to the field of complex numbers. 
(X + 1> 

Splitting FieldS 

If f(x) E Fex] is an irreducible polynomial over F, we know 

there exists a field F(a), where f(a) = O. f(x) It'Jill 

factor in this field to f(x) = (x - a)g(x), where g(x) ma':! 

or may not be reducible over F(a). If it is ir,-·educible 

over F(a) we can continue and find a field in which g(x) 

~~ill facto,-·. We want to find the smallest field where f(x) 

will factor completely. 
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3.9:	 Let. f(x) E F[xJ, where deg(f(x») ~ 1. An 

field E:F is a split.t.ing field fClr' f(:d over F 

iff: 

1 ) f ( x) = c (x - r·j,) (x - r2) ... (x r,., ) ri EE, c E F 

2 ) E = F (rj" r2' rl'l), i.e. E is generat.ed by the 

roots	 rj" ... , rl'l of f(x) in E. 

2Example5: i ) n( ..(2) i!J a 5 p 1 itt i n 9 fie 1 d for f' ( x) .... X - 2 

in 0[,,) since f(x) = (x ..,rz)( x + ~). 

2) C is t.he splitting field for f(x) = x 2 + lover R. 

As usual, it is nice to kno\o'J somet.hing exists before lAJe 

spend much time talking about it. 

Thm 3.8: If F is a field and f(x) E F[xJ is of positive 

degree n, there exists a splitting field E for f(x) over F. 

Proof: Let f ( x ) = c f j, ( x ) f 2 ( X ) f k ( X ) be the 

factorization of f ( x ) into monic irreducible factors. 

k :S: n == de g { f ( x ») . If n - k - 0 then all the faotor5 fi(x) 

are linear, and F is the splitting field of f(x). Assume 

n - k > 0, so that one of the factors, f.i(x), is of degr'ee 

less than one. We can further assume that it is fj,(x), Let 

= F[x]K	 Sinoe fj, i5 irreduoible, K is an extension
<fj,(x»' 

field of F and K = F(rj,), where rl = x + <f 1 (x» is a rClot 

of fj,(x) = O. Since F C F(rj,) = K and f(x) and the factors 

f.i ( x)	 E F [ x] C K [ x ], we 0 b t a i nthe f 0 1 1 ow i n g fa c tor i z at ian 
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f(x} into monic irreducible polynomials in K[x], 

f(x) = c(x r 1) g1 ( x) g2 ~ x) ", gJ ( x ) , 

gl are irreducible over K = F(r1)' I f all the 

9i'S are of degr'ee 1, then F(r1) contains all the roots of 

= 0, Otherwise, let g1(X) be of degree> 1. 8':::1 

"l adjoining a root r2 of g1(X) to F(r1) we obtain the field 

F(r'1' r2) and f(x) li'.Iill factor in F(r1' r2)[x] to the 

a 
follo~'Jing form, 

f(x) = c (x rl) (x - r2) h 1(x) .. , ht(x), 

If not all the irreducible factors hi(x) are of degree 1, we 

can continue in the same manner, Each adjunction of a root 

of an irreducible factor of f(x) will add at least one ne~'J 

linear factor of f(x), Hence af ter a f i ni te number of 

adjunctions we obtain a field F(r1' r'.) I such that in 

F (r'1' r.)[x] the polynomial f(x) splits into linear 

factor's,. 

f' ( x) = c (x - r'1) ", (x - rn), 

In other words F(r11 ", r.) contains all the roots of f(x) I 

i, e, 

F ( r1' ... ,r.) = F ( r1' ... , r. I r.+1' ... , rn). 

Clearly the number elf adjunct,ions Ii'.Ihich is necessar"::/ to 

arrive at F(r1 ... , , rn) does not exceed n - 1, 

After li'.Ie establish existence, the next Question t.o look at 

is uniQueness. To do so we first look at the following, 
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3.2: Let (j: F ..... F' be a field isomorphism. Let 

and 0'( P ( X ») E F" [x l . Let E be a ~plittin9 field 

p(x) over F and E' a splitting field for (j(P(X»). Tr,en ~ 

can be extended to an isomorphism 0': E ..... E', suc::rl trlat 

Ci'IF = CT. 

Proof: The proof is b~ induction on the number k of roots 

of p( x) outside F. Let p(x) = c(x rj,)(x - r:;;) ( x r'/'I ) 

be the factored form of p(x) in E. I f all the r'oots of 

p(x) are in F, i.e. k = 0, then E = F. Since isomorphisms 

pre 5 e r v e 0 per a t ion 5 0'( P ( X ») ... 0' (c )(x - 0' (r j, ) ) (x - 0' (r'/'I ») i 5 

the f act 0 red for m 0 f a-( p ( x ») i n E'. This is a pol~nomial in 

F' and E} = F" . So (j is itself the reQuired extension. 

To proceed by induction, we Io'Ji 11 make the follo~\jing 

assumption. Let K and K' be fields such that F C K ~ E and 

F' C K' ~ E' .. and let (jJ. be an extension of (j t.o an 

isomorphism of K onto K'. I f fewer than k roots of p( x) 

are outside K, then there exists an extension of (jJ. to an 

isomorphism 0' of E onto E'. 

Factor p(x) into fj,(x)f:;;(x) f.(x), all irreducible in F. 

Not all these factors can be of degree 1, since then p(x) 

would split in F. Let deg(fj,(x ») = r > 1 } where r < k. 

(j( P ( x ») will factor to (j(fj,(X»)'" (j(f.(X») in F' . (j(fj,(x») must 

(j-j,be irreducible in F' . If it were not, would induce a 

factorization of f j, ( x ) in F. de 9{0'( f j, ( x ))) must also be 

greater than 1. Let a.J. and a. ' j, be roots of f J. ( X ) and 

cr( f j, ( x ») . Let K = F (a. ) and K' = F'(a.'j,). B~ Thm 3.5, a- can 
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be extended to an isomorphism 0"1: K ..... K'. I-Je now r·egar·d 

l:lI p(x) and cr(p(X») as pol~:momials in K[xJ and K'[xJ. The 

:.;" number of roots of p(x) outside K is less than k, thus by 

~ 
",,' our induction hypothesis we can extend 0"1 and hence 0" to an 

'-;j isomorphism u: E ..... E'. 

~'i 

;)	 By taking the identity isomorphism i: F ..... F, we have the 

following theorem. 

Thm 3.9: If E is the splitting field of f(x) over F, then 

E is unique up to isomorphism. 

Proof: Let E' be any other splitting field of f(x) over F 

and let i: F ..... F be the identity automorphism of F. The 

above lemma implies there exists an extension of i to an 

isomorphism i: E ..... E'. 

Examples: 1 ) Le t f ( x) = (x2 - 3) (x3 + 1) E 0 [x J . 

f (x) = (x + ..J3)(x - ..J3)(x + 1)(X _ -1 ~ i.(3){x - -1 "2 i.f"3) 

The s p 1i tli n g fie 1d 0 f f ( x) i s 0(..[3, -1 ~ i ..f3) = O(..J3 , i) 

2) f(x) - (x2
- 2x - 2)(x2 + 1). The splitting field of 

f ( x) i s a. g air. O(..J3, i) 

3) Let f(x) = x2 + X + 1 and F = Z2 = (O, 1) 

f(O) = f(1) = 1 1 11 and + + = 1 

Z2 [x JK = <x2 + X + 1> 
,... - v + i .....	 f ( x). - .... + <x2 +	 X -",. is a zero of 

The elements of the splitting field are: 
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0=0 + <X 
2 + X + 1> This is the Galois Field 

I = 1 + (X
2 + X + 1> OF (22 ) 

2 
r = x + <x + X + 1> 

r + 1 = ( 1 + x) + <x
2 + X + 1> 

f will factor as f ( x ) = ( x + r)( x - r) 

* Algebraic Extensions 

In studying the zeros of polynomials in F[x], we shall be 

interested in extension fields of F which contain only 

elements that are algebraic over F. 

Def 3.10: E:F is an algebraic extension iff every a E E is 

algebraic over F. 

Again we examine the Question of existence with the 

following theorem. 

Thm 3.10: Every finite extension is algebraic. 

Proof Let E:F be finite, i.e. [E:FJ = n and l~t a E E 

The n + 1. elements £1, a, a 2 , ... , an) are linearl'::! dependent 

over E. So there exists co' Cl' . CR E F such that 

Co + cia + ... + cRalt = 0 and at least one cJ :;I: O. So let 

f ( x) = Co + C1 X + .. . + Cit X It E F [ x] and f ( a) = O. So it is 

algebraic over F. 
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conver'se of t.his is not t.rue, there exists algebr'aic 

extensions that are not finite. We will examine a few 

facts about algebraic extensions, and then look at an 

example of an infinite algebraic extension. 

As a corollary to Thm 3.10 we have: 

Corollar·y 3.8: Every finite extension of F can be obtained 

by the adjunction of finitely many algebraic elements to F. 

Conversely, every extension fiel d obtained b'~ the 

adjunction of finitely many algebraic elements to F is of
 

finite degree and hence algebraic.
 

So if [E:FJ < 00, then E = F(a!. a2' ... an), where each a'i
 

is algebraic over F.
 

Corollary 3.9: Let E:F be any extension. If a, b € E are
 

algebraic over F, then a ± b and alb (b ~ 0) are algebr'aic
 

over F.
 

Proof: F(a, b) is an algebraic extension of F and a ± b,
 

alb € F(a, b) and F(a, b) ~ E.
 

This is eQuivalent to saying the set of all algebraic ele­

ments in E:F is a subfield of E. 
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Let A be the set of all algebraic:: elements of C 

over O. A:O is algebraic and we claim [A:OJ = ~. Consider 

the seQuence of primes 2, 3, 5, 7, PI'I, I f we 

cons i der t he seQuence of ex tens ions Kn = 0(..f2 I ..f3, , -w::;) I 

then [~~n .. Q] = 21'1 and [A:O J ~ [Kn : 0 J for all n. A is an 

algebraic extension of infinite degree. 

Thm 3. 11 : Let L:E be algebraic and E:F be algebraic, t.hen 

L:F is algebraic.
 

Proof: We need to show [L : F J < ~, so let a E L. Let
 

p ( x) = Co + C1 X + .. . + CI'I X n b & the min i m a. 1 pol '::I nom i a. 1 0 f a
 

over F. a is algebraic over F(co, Cl' • Cn).
 

[F ( co. Cl' c.? ) (a) F ( co. Cl' CI'I) J =
 

[F ( Co C1' CI'I, ,,) F ( Co J Cl' . . . , CI'I) J < ~
 I 

A Iso [ F ( co. Cl' ... • CI'I) FJ < ~. 

[F(a):FJ ~ [F(co, ... CI'I, a) FJ = 
[F ( Co ' c."I' ,,) F (co' ... CI'I) J [F ( Co I Cn) F J < 

00 

So " is algebraic over F and L:F is algebraic. 

Normal Extensions 

In this section and the next we will examine two important. 

prc.pert.ies of an extension. The firs t ensures good be­

havic.r f'or splitting polynomials and for the extendibilit'::l 

of monomorphisms. 
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Def 3.11: Let E:F. E is a normal extension of F iff E is 

algebr'aic over F and if f(x) E F[xJ is irreducible. t.hen 

either f(x) splits in E or f(x) has no roots in E. 

This is eQuivalent to saying: E is normal over F iff E is 

algebr'aic over F and every irreducible polync,mial 

f(x) E F[xJ that has a root in E. splits in E. A thir'o 

eQuivalent definition is: E is normal over F iff E is 

algebraic over F and the minimal irreducible polynomial 

over F of every element in E splits in E. 

Examples: 

1) C is a normal extension of R. 

2) R is not a normal extension of O. To see t.his 

consider f(x) = x
(3 

2 E tUx). f ( x ) is irreducible over Q 

and has one reot in R, namely 3{2. But it dces not split in 

R since the other t~o roots are complex. 

3) If E:F and [E:FJ = 2. then E is a normal extensic.n 

of F. Let a E E, a f F. Let p(x) be the minimal 

irreducible polynomial of a over F. Then CF(a) .F) = 

deg(p(x») > 1. [E:F] = [E:F(a)][F(a):FJ = 2, so [E:F(a;\] = 

1 and CF ( a ) : F) = 2. So E = F ( a) and de g( p ( x )) = 2. Sin C E 

one root of p(x) is in E. the other root must also be in E. 

So p(x) splits is E and E is normal over F. 
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Not all finite extensions are normal extensions, for exam­

pIe 0(3..[:3):0 is not normal over O. The next theorem gives a 

necessary and sufficient condition for a finite ext.enslon 

to be nc.rmal. 

Thm 3.12: Let E be an extension of a field F. The 

following are eQuivalent. 

1} E is a finite normal extension of F. 

2} E is the splitting field over F of some fIx} E F[x). 

Proof: Let E be a finite normal extension of F. Then 

E = F ( a1' ... a.'!) "'Jhere ai E E. Each ai is algebraic over F. 

Let f; be the minimal polynomial of a; over' F and let 

f = f 1 • f 2 . fit. By construction each f; splits in E. 

Since E is generated by F and the zero's of f, it is the 

splitting field for f. 

Suppose E is the splitting field o\/er F for' some 

f(x} E F[xJ. Then [E:Fl < 00, so E is algebr'aic over' F. 

Let 9 be an irreducible polynomial over F with a zero in E. 

Let M be the splitting field for f(x}·g(x}. Since E is the 

splitting field of fIx} over F, we may assume E ~ M. Let 

b 1 , b2 be two zeros of 9 in M. Consider the following tower 

of fields: _____M>
E ( b 1 } , E ( b ) 

I I 
2 

EIF ( b 1 } F ( b:z ) 

F
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For' ~ = 1 01-' 2 

[E ( b i ) . E J (E . F J = (E ( b i ) : F J = (E ( b i ) . F ( bi ) J [F ( b i ) : F J . Al SCI 

[ F ( b 1 ) : F] - de ..,( f ( x ») - [F ( b2 ) : F ] 

There exists an isomorphism, 41: F(bt ) ~ F(b:a), such that 

91F = I dF . E(b1 ) is the splitting field for f(x) over F(b!) 

and E ( b 2 :; i s the s p 1 itt in.., fie 1 d for 4>( f ( x ») Q V erE ( b2 ) S Q 

¢ extends to an isomorphism ~. E(b1 ) ~ E(b2 ). So ~',!e have 

( E ( b 1 ) . F ( b 1 ) J = (E ( b 2 ) : F ( b 2 ) J 

Simple ar'ithmelic gives [E(b1 ):EJ = [E(b2 ):EJ. If b! is in 

E, [E(b 1 ):EJ = 1. T his l-'~ ill for c e b2 t 0 be i n E, sin c e 

[E(b2 ):EJ = 1 and therefore E is normal over F. 

Thm 3.13: Let K be a field Let L be an extension of K 

and M an extension of L. So M:L:K. If t1:K is nor'mal, then 

t1: Lis nor'ma 1 

Pr'oof' : Since Ct1:KJ = (M:LJ(M:KJ < OQ, M:L is algebr'aic 

Le t a E t1 The minimal polynomial of a over L is a factor 

in L(:(] of the minimal polynomial of a c,'·..ler· K. Since the 

latter splits in M so does the former. 

Monomorphisms, Automorphisms, and Normal Closures 

In the last theorem we have seen if M:K is a normal 

extensic'n then M is nor'mal over any inter'mediate field L. 

HC'~'Jever, Lis no t au t oma t i ca 11 y nor'ma lover K I as seen in 

the next example. 
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Example: Let W be the complex cube root af 1, SCI (,j = 

i{3 \-1 + 
2 

0(;;".[2, w) :0 is normal since 0(3.{2, w,1 is the 

~plit.t.in9 f'ield for f < x ) - ;<3 - 2, but. 0(3.[2): 0 i~ not· 

3nor'ma I since f ( x ) = x - 2 does not split in 0("3 ..[2). 

We V,lill now lc'ok at c:onditions that will for'ce L:K to be 

normal. 

Def 3.12: Suppose K is a subfield of the fields M and L. 

A K-monomorphism of H into L is a field monomorphism 

$: H ~ L such that ¢(k) = k for all k E K. 

If the mapping ¢ in the preceeding definition happens to be 

an automorphism, then ¢ will be called a K-automarphism If 

K ~ M ~ L, then any K-automorphism of L can be r'estricted 

to a K-monomorphism of Minto L. We v~ill look at when this 

process can be reversed. 

Thm 3.14: Let L: K be a fin i ten0 rm a I ext ens ion and Han 

intermediate field. Let $: M ~ L be a K-monomc.r·phi sm. 

Then there exists a K-automorphism ~: L ~ L such that 

~It"l = ¢. 

Pr'oof: Let L:K be a finite normal extension. SCI Lis a 

splitting field over K of some pol~nomial f(x) over K. 

Since K ~ H, L is a splitting field of f(x) over M and also 
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a S D1 itt. i n 9 fie 1 d f 0 f"' ¢( f ( x )) 0 v e r ¢ ( M), but ¢ II( = I dK , so 

¢( f ( x ») = f ( x ) . Consider the diagram: 

~-1 -+ L 

~~ ~O' 

~(M) -+ L 

By the uniQueness of splitting fields, there exists an iso­

mor'phism 0-: L -t L, such that erlM = <P. Therefore er is an auto­

morphism of L. Since eriK = <pIK = IdK, er is a K-automorphism. 

This allows us to construct K-automorphisms as follows. 

Thm 3.15: Let L:K be a finite normal extension and a, ~ are 

zeros in L of the irreducible polynomial p(x) over K. Then 

there exists a K-automorphism 0-: L -t L such that O'(a) = ~. 

Proof: Si nc:e (/.. and 13 are zeros of the same i rr'educi bl e 

polynomial p ( x ) E K[ x), there is an isomorphism 

¢.: K(a) -t K(,(3) such that ¢IK = IdK and ¢l(tx) = 13. By the 

previous theorem, ¢ extends to a K-automorphism 0': L -t L. 

If an extension is not nor'mal, we would like to r'ecover 

normality by making the extension larger. If it is no t 

normal, then it does not contain all roots of a polynomial 

So perhaps by adding elements to the extension we can gain 

all the roots. As is usually the case, we lI-Jould like to 

add as little as possible to obtain a normal extension. 
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Def 3,13: Let L be an algebraic extension of K. A nor'mal 

closure of L:K is an extension N:L such that: 

1) N:K is normal 

2) If L ~ M ~ Nand M:K is normal then N = M. 

That is, N is the smallest extension that is normal over K. 

~-'" 
" 

This definition implies that if L:K is a normal extension .. 

then the normal closur'e of L:K is L. We will begin by 

looking at the existence and unioueness of the normal 

closure with the following theorem. 

Thm 3.16: If L:K is a finite extension, then there exists 

a normal closure N which is a finite extension of K. If M 

i san0 the r norm a I c los ureo f L : K , then M: K and N : K are 

isomorphic. 

Proof: Le t {a1' a2' a,.} be a bas i 5 for L 0 v e r' K and 1 e t 

ffii(X) be the minimal polynomial for a; over K. Let N be the 

splitting field for f(x) = m!(x)·m2(x)· .. · ·m.. (x) over L, tt-,en 

N is the splitting field for f(x) over K and N:K is normal 

and finite. Let P:K such that L ~ P ~ Nand P:K is normal 

Each polynomial mi(x) has a zero ai in P, and 50 splits in 

P. Since N is the splitting field, P = ~..J, and N is the 

normal closure. 

Let M and N be normal closures of L:K. f(x) splits in both 

M and N, so M and N each contain a splitting field for' 

f ( x ) . These splitting fields contain L and are normal over 
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K. so they must be eQual M and N respectively. By 

uniQueness of splitting fields M:K and N:K are isomorphic 

Lemma 3.3: Let K ~ L ~ N ~ M be fields where L:K is finite 

, "':t~ 

3 and N is the normal closure of L:K. Le t .f;: L .... M be a 1<­

monomorphism. n-,en :p( L) ~ N. 

r Proof: Let a ELand let m(x) be the minimal polynomial of 

"t a over K. Tt-Ien 

o = m (a) = ¢.(m (a») = m(¢ (a») , 

so ¢(a) is a zero of m(x) and must lie in N since N:K is 

normal. Therefore ,(L) ~ N. 

This result allows us to concentrate con the normal closure 

~'Jhen look i ng at monomorph isms of ex tens i c.ns . l-Je get sort 

of a converse of this with the next theorem. 

Thm 3.17: For a finite extension L:K, the following ar'e 

eQuivalent: 

1> L:K is normal 

2> There exists a normal extension N of K containing L 

such that every K-monomorphism ,: L .... N is a K-automorphism 

of L. 

3) For every normal extension M of K containing L, every 

K-monomorphism': L .... M is a K-automorphism. 

Proof: 1) ~ 3) Let L:K be a normal extension, then L is 

the normal closure of L:K. So for a K-monomorphism 
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$: L .... L .. $(L)	 ~ L. But ¢ is a K-linear map on the finite 

u dimensi anal vector space Lover K. So ¢(L) has the same 

dimension as L, therefore ¢-(L) = L and .'P is a K­

automorphism. 

£::	 3) ~ 2) The existence of the normal closure N is given by 

a previous theorem. 

2) ~ 1) Let f be an irreducible polynomial over K with a 

zero " E L. Then f splits over N since N:K is normal. If 13 

is a zero of f in N, there exists an automorphism ~: N .... N, 

such that ~(,,) = 13. By hypothesis ~ is a K-automorphism of 

L so 13 = ~(,,) E ~(L) = L. Therefore f splits in Land L is 

norma I cover K. 

Separable Extensions 

We now look at a property of e:< t ensi ons called 

separability. Galois did not mention the concept of 

separ'ability explicitly since t-Ie worked only in the field 

of complex numbers, in which separability is automatic. In 

fact any field of charateristic zero is automatically 

separable. Problems arise is fields of non-zero char'ac­

teristic. Separability deals with the lack of multiple 

roots of irreducible polynomials over the field. 

Def 3.14: Let K be a splitting field of a polynomial 

f(x) E F[xJ. Let" be a root of f(x). " is said to be of 
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multiplicity riff r' is the greatest integer such that 

~ (x - a)r divids. f(x) in K[x]. If r = 1, than a is a simple 

J root of fIx), and if r > 1, then ~ is a multiple root. 

}} 

Thm 3.18: Let fIx) E F[xJ be irreducible over F. Then .:'.11 

roots of fIx) in a splitting field K of fIx> ha"... e the same 

multiplicity. 

Proof Let a and ~ be two roots of fIx> in K. Ther'e exists 

a.n isomorphism ¢: F(a.> ~ F(~>, where ¢(a) = ~J ~~hich l-'Jill 

extend to ¢: K ~ K. If a. has multiplicity r, then (x _ a)" 

is the highest po~~er of (x - cd that divides f(x> in K[xJ. 

Bu t ¢( (x ~ )r) = (X ~)r and ¢(f(x») = fIx). So 13 has 

multiplicity of at least r. A symmetric argument gives the 

ineQuality in reverse, so the multiplicity of ~ eQuals r. 

Cor'oll ary 3.10. If K is the splitting field of the 

polynomial f ( x ) E F [x] , then f ( x ) has a factorization in 

K[:d of the form: 

f I x ) = a(x - ,X.1)"(x - G2 r F 

( x _ ~1'I)r 

where the ~i'S are distinct roots of f ( x ) in K and a E F. 

We need to determine which polynomials have multiple roots. 

For a polynomial in R[x], differentiation provides a nice 

method to answer this Question. This method will also 

serve in arbitrary fields, but first we need to define the 

derivative of a polynomial over an arbitrary field in a 
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11 purely formal way, without refering to limits 

Def 3.15: Let f ( x) = ao + a 1 x + + an x n E F [ x ] . The 

derivative of f(x) is the polynomial f'(x) where 

f' , (x) = at + 2a2x + ... + nanx,,-l 

The map pin 9 D: F [ x] ~ F [ x J de fin e d by D( f ( x )) = f' ( x) i s 

rather easily recognizable as a linear transformation. In 

particular, for f(x), g(x) E F[x], and a, b E F: 

1) O(af(X) + b9(X» = aO(f(x») + bO(9(X») 

2) D( f ( x ) 9 ( x ») = D{ f ( x ») 9 ( x) + f ( x ) D{ 9 ( x )) 

3) D(a) = O. 

Now, ~·~e establisrl a criterion for determining v.Jrlether a 

polynomial has multiple roots without knowing the value of 

the roots. 

Thm 3.19: A non-zero polynomial f(x) E F[x] has a multiple 

root in the splitting field of f(x) iff f(x) and f'(x) have 

a. non-t.rivia.l (i.e. with positive degr'ee) common factor' in 

F[x]. 

Pr'oof: Let f(x) have a multiple root a. in the split.ting 

field of f(x). Then 

f (x) = (x - a. )2 g ( x) . This means that
 

f ' ( x) = 2 (x - a.) 9 ( x) + (x - a. )2 g , ( X )
 

= (x - ~)(29(x) + (x - ~)g'(X»)
 

and f(x) and f'(x) have a common factor, namely (x a.). in 

K [x] . So the minimal polynomial of a. over F is a common 
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factor of f(x) and f'(x) in F[x].
 

For the onl y if part of the proof we ~'Ji 11 use t.he cc,nt."'·a­

.. ~ positive statement. Let f(x) have no multiple roots in K. 

Then f ( x) = a ( x C'1 ) (x - "2) (x - oX,,!) ~.~ he,..· e a E Fand 

the ";'5 are all distinct. Then 
n 

f ' ( x) = - "1) ... (X - "i) ... (X OCI'I ) ,r a2: (x 
i-1 

where the means the ~~ factor is deleted. It remains 

now to be shown that f(x) and f'(x) have no roots on 

common. If oc; is any root of f(x), consider f'(oX;). 

(x - "i) appears as a factor in all but. one term of f'(x) 

Since all the roots of f(x) are distinct, f'(OCi) :;/: O. If 

f(x) and f'(x) have a non-tr'ivial common factor' the'::l v~ould 

have a common root (of the common factor). So f ( x) and 

f'(x) have no non-trivial common factors. 

Corollary 3.11: I f f ( x ) E F[x] is irr'educible, then: 

1 ) If char F = 0, then f(x) has no multiple roots 

2 ) I f char F = p :;/: 0, then f ( x ) has a multiple root on­

.~ f ( x ) 9 ( x" ) ::>.v" + ... a,r,}{ n" . 

Proof: Let f(x) E F[x] be irreducible, then the only 

factor's of f(x) in F[x] ar'e a and f(x). Iff ( x) has a 

multiple root then f(x) and f'(x) have a non-trivial common 

factor in F[x]. Therefore f(x >/f' (x >. But deg(f'(x)) <: 

de g ( f ( x ») I so f' ( x) = O. In a field of characteristic zero, 

this implies f(x) is constant and therefore has no roots. 

1 " ::> 1 • 4
; .

W has the farm = = aQ + --1 "". +4 

In case char F = p :;/: 0, then f(x) = g(x"). 
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This corollary does not rule out the possibility that, in a 

f i el d of non-zero characteristic, an irreducible pc,lyno­

mial might ha'.,Ie multiple root.s. This leads t.o many inter­

esting r'esul ts; which. unfort.unately, reQuires a mor·e 

sOl:,histicated approach than this paper' ~'Iill attempt. SCI 

for the remainder of this study, all fields will be assumed 

;:''1 to have charateristic zero unless otherwise noted. 

j 

The concept of separability is applied to both pc,lynomials 

and extensions. 

Def 3.16: Let F be a field. An irreducible polynomial in 

F[XJ is called separable iff it has no multiple roots in 

any extension field of F. An arbitrary polynomial in FExJ 

is separable iff all of its irreducible factors are 

separable. Let K:F and ~ E K be algebraic over F, then a is 

separable over F iff its minimal polynomial over F is 

separable. An algebraic extension K:F is a separable 

extension iff ever''::j ~ E K is separable over F. Polyno­

mials, algebraic elements, or algebraic extensions that are 

not separable are inseparable. 

From our discussion earlier concerning multiple roots of ir­

reducible polynomials. it follows that any algebraic exten­

sion of a field of characteristic zero is separable. 
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Def 3.17. A field F is perfect iff all of its algebraic ex­

tensions 3re separable. 

A couple of immediate results of this are the following. 

Corollary 3.12: Every field of characteristic zero is 

perfect. 

Cor'ollary 3.13: Let F be a field with char F = p :;t: 0 and 

let f(x) E F[x) be ir'reducible, then f(x) is not separable 

piff f(x) - g(v\_ )· ~c,...I some g(v\'_I _ Fr v - I • ,::: _.) 

Thm 3.20: Every finite separable extension of a field F is 

a simple extension. 

Pr'oof: Let E = F(/.1' ... , ~r.) be a finite separable 

extension of F. t-Je must show there exists a lEE such 

that E = F(I). We shall make the additional assumption 

t hat Fhasinfin i tel y many e 1 em e n t s . We will pro c e e d by 

induction. 

Suppose m = 2, so E = F(a, t3> is a separable extensic.n Cif 

F. Let f(x} and g(x) be the minimal polynomials of a and ~, 

r'espectively, over F. Let K be an extension of F Io'Jhere 

f(x} and g(x} split. Since E is separable, all r'oots of 

f(x} and g(x) are distinct. Let oX.1' .. . , a,. be the roots of 

f(x} and .a.1' .as be the roots of g(x}. So 
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r S 
f (x) = TI (x - (J..) and 9 ( x) = TI (x - (3j)' 

.=1 i=1 

Consider the r(s - 1) linear equations 

{(', + y(3j = a1 + y(31 (i = 1, ... , r; .i = 2, ... , s) 

Each equations has at most one solution y in F, Since ~'Ie 

ass um e d F i sinfin i t e , we can fin d acE F ~.\j her e c i E 

distinct from all the solutions to our equations. So 

(X,. + c(3 j :;lI!: a1 + C(31 (i = 1, r; .i = 2, s) 

~.Je claim that I = IX· 1 + C(31 = IX + c(3 and hence 

F«(J., (3) = F("f). Clearly I is in F((J., (3) since c E F. I.-Je 

h a v e 9 ( ,13) = 0 and f ( I - c(3) = f ( (X,) = O. Therefore (3 is a 

common root of the polynomials g(x) and f(I - cX), I tis 

the only common root since substituting any other root 

(32' ... (3s of g(x) for x in f("f cx) is not zercl) for' by 

con s t r' u c t ion 'I - c.\3/( :;lI!: (J. i for k = 2, s. Since (3 is a 

simple roclt of g(x), the greatest commc,n divisor of g(;() 

and f(I ex) is (x (3). g(x) and f("f ex) are both 

polynomials in F(I)[xJ. The Eucl i dean Al gori thm tel13 us 

tha t x (3 E F("f)[xJ. Therefore (3 E F("f) and SCI is 

(X, = I c(3 E F ( I ). S 0 F ( (t) a) = F ( I ) . 

To complete the proof we must show F(I1' I.) = FC)'). 

Assume F (~; 1 ' ... 1.-1) = F ( I ' ) is simple, then} 

F ( I l' ,. . , 1.-1 I I.) = F (I) I I.) = F ( I ) . 

Cc,rollary 3.14: If F is a field of characteristic zero and 

if 11' 11'1 are algebraic over F J then there exists a 

! E F("f1' I ''(n) such that F(I1' '" , In) = F(I). 
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1 Example: Cons i der a(.f2, ..f3). I f we 1 et "f .f2 + ..f3, ~o 

,3 = 11..[2 + 9.f§. So ..[2 and ..J3 can be written as a linear 

combination of I and ')'3, namel'd ..[2 = -~')' + 1/:3 and 
"- 2 

1..[3 = 11')' 2/3 . Therefore u(..[2, .[3) = U( ..[2 + ..[3) . 
2 

Thm 3.21: Let L:K be a separable extension and M an inter­

mediate field, then M:K and L:M are separable. 

Proof: ~'1:K is separable, since an\d multiple r'oots that 

sho~ed up in M would also show up in L. 

Let ~ ELand let m1(x) be the minimal polynomial of ex. over 

Hand m2(x) be the minimal polynomial of ~ over K. Let N:~'1 

bet he s p 1 itt i n g fie 1 d for m2 ( x) 0 v e r H . Sinc e m2 ( x) i s 

separable over K, it factors as 

m2 ( x) = (x - ~1) ... (x - ~t'), "'Jhere 

"'1 , at' are distinot elements of N. But m1 ( X ) / m2 ( x) i n 

M[ x J , so rTIi(X) = ( x ~i1 ) ( x :XiS) lo'Jhere each 

ai' E Ja1 , at'} , and all ai' are distinct. therefore m1(x)
. .J . 

.J '. 

is separable and L:M is separable. 

Thrn 3.22: Let L:K be a finite separ'able extensiorl of 

degree n. Then t here are ex ac t 1y n dis t i nc t K-monc.mor·­

phisms of L into a normal closure N of L. 

Proof: We will use induction on [L:KJ. I f [L: KJ = 1, then 

the identity is the only one. 

Let (L:KJ = k > 1, and let ~ E L, ex. f K with minimal 

polynomial p(x) over K. deg(p(X») = [K(~):KJ = r > 1. p (x ) 
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is a separable irreducible polynomial with one zero in the 

'tit":,	 normal closure N, so P ( x) splits in N and its zero's 

,';'J IX 1 I ' . . , a, are dis tinct. By induction there are precisely s 

distinct. K(a)-monomorphisms ~1' ~s: L -+ t~ ~'lhere 

s [L:K(a)] ~ There ar·e r distinct K-automorphisms= = r' . 

71' 'T, of Ii, such that 7.(a) = a •. The composition maps 

¢Ii.; = 7i~.j gi ves rs = k di st i nct K-monomorphi sms L -+ N. Let 

7:	 L -+ N be any K-monomorphism. 7(cd is a zero of p(x) in 

1N, so 7;; cd = ai for some i. Tne map 1 = 7-:-, ..-. is a K(a)­

monomorphism L -+ N and so ¢ = 1J.j for some j. So 

7 = 7 i~J = ¢iJ and there are exactly k K-monomorphisms of 

L -+ N. 



CHAP~4 

Fundamental Theorem of Galois Theor~ 

'''\ The basic idea of Galois Theory is to relate a field 

extension L:K to the group of automorphisms of L that fix 

J each element of K. This chapter will pr·esent. t.he 

Fundament.al Theor'em of Galois Theory, which stat.es ther'e 

exists a one-to-one correspondence between the intermediat.e 

fields of a separable normal extension L:K of finite degree 

and trle subgroups of the group of automorphisms of L that 

fix K el ement~'Ji se. This theorem allows us t.CI translate 

pr'oblems and properties of fields, polynomials, and field 

extensions intc' problems in group theory, ~'~hich are oft.en 

easier to solve. 

We wi 11 aga in def i ne the concep t of a K-au t. omorph ism and 

then show t.hat the K-automorphisms of L form a group under 

the operation of composition of mappings. 

Def 4.1: Let K be a subfield of a field L. A K­

aut.omor·phism of L is an automorphism ¢: L -t L such that. 

¢(k) = k, for all k e K. 

Thm 4.1: If L:K is a field extension, then t.he set of 1<­

automorphisms of L form a group under composition of 

mappings. 

Proof: Associativity follows from the fact that. 

composition of mappings is always associative, and the 
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ident.ity a.utomorphism is obviously a K-automor·l:.hism, 50 ~'Je 

'f"• need to establish closure and inverses. 

~ Let. ~ and ¢ be K-automorphisms of 

!;J of L Let k E K, then ~¢(k) = 

Alcr\ f"r'-1 .c ~~ ",, __ w ._" ·.... 11automorphism of L. 

k E	 K, k = C"-1 cr (k) = tr- 1 (k), SC 0'-1 

L.	 ~¢ is an automorphism 

tr(k)	 = k, so ~¢ is a r<­

~lf"nM"..... nhi-=m :Ii'-• .-.I ~' ............ :linll __ V"""'lIo__ 1 ...... 14_"1 ............ 1'_°'
 """1 :" 

is	 a K-aut.cmcrphism cf L. 

Def 4.1: The Galois group, r(L:K), of the ext.ension L:K is 

t he group of K-automorph isms of L, under' compos it i on of 

mal:'p i ngs . 

Example:.. 

i ) Consider' C::R. The only automorphisms of C that. fix 

F.	 are the ident.ity and complex conjugat.ion, 

a-.1 (x + yi) = x + '"Ii 

c; 2 (x + '"Ii) = x - yi, 

so	 rlC:R) is the cyclic group of order 2. 

2 ) Cons i der Q(.J2, ..J3): Q . The autamorphi sms tha t f' i x O. 

ar'e: Ut, which is the identity 

L';2(.[2) = -.[2 L';2(.[3) = .[3
 

1.-'~(.[2) = {2 l/s(.[3) = -.[3
 

L'4(.[2) = -.[2 l/4(.[3) = -.[3
 

The	 Ga 10 is group of 1)(-{2, .[3): I) is of order' 4 and isomer-ph i c: 

t.o the Klein 4-group. 

If M is a field such that K S;;; M S;;; L, t.hen ~\je have the 
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Galois groups r(L:M) and r(L:K). Since each H-automorphism 

of L is a K-automc.rphism of L, r(L:M) ~ r\L:K) In the 

r'emainder of the paper fClr' each intermediate field t1 e,f 

I"- '.1 Q 1,.1r'll l' I 1 __ n .... +e r (I b"......1(' ) r'll"- • d Q .\oJ.... " _.. Hi
I :II'M'

I • L·Ji t h t his not a t. ion i fJ 

K ~ M ~ 1'./ :;; L, then N* :;; M*. C I ear I y K* i s the en t ire 

Galois group and L* is the identity subgroup, Conversely, 

1 et H be an'::I subgroup of r (L: K) . With H we can associate 

the set 0 f e I em e n t s x E L wher e cr ( x) = x for' a I I CT E H. 

We will denote this set by: 

Ht = {x E L / ~(x) = x, for all CT E H }, 

i.e. Ht is the set of all elements of L that are not moved 

•.tbid any e 1 emen t ':If H. First we i'li ill sr,ow tt-,do t n is do
 

subfield of L.
 

Thm 4.2: If H is a subgr'oup of r(L:K>., then Ht is a
 

subfield of L containing K.
 

Pr'oof: Associativity, commutativity, and the distribut.ive
 

proper t y ar·e i nher it ed f r'om L. Si nce 0 and 1 are inK,
 

they are fixed by every element in r(L:K) and t.hus are fixed
 

by every element in H. Le t a E Ht and ~ E H,
 

o == (j ( 0) == cr( (a + (- a ») - cr ( a) + ~ ( - a) = a + CT ( - a ) , 

so	 (j(-a.) = -a, and -a E Ht . :3imilar'ly f·or· all a :;J: 0 E Ht , 

1a.- E Ht . Finally we need to show closure, WhlCh is rather
 

easy since cr E H is a morphism.
 

Let X, Y E Ht and CT E H.
 

cr(x + y) = cr(x) + cr(y) = x + y, 
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so x + ':J E Ht Similar'IYJ xy E Ht , Therefore H' 
t 

is a sl-lb­

~) field of L. Since ~ E r(L:K)J ~(k) = k for all k E K, and 

"~I 
tK S;; H

, i Example: The Galois group for the extension O.{·a, .[31:0 is 
, , 

the Klein 4-group (V1 = 1, 1I'2' vs, V4)' A subgroup of' 

'r::; r-;' ,..., ,...,t .nO,I" 2, ," 3 J ,G) isS = (li 1 ~ V;2} , =.(j.:::; is the 51-1 b set 0 f 0,(..[2 '~3) 

hll 'J_ ~ h ... ~"",m :l ...L h~not n1c\,."ed .... :11 .. ". These are elements of JI'"_ '''''''''II, -. I _","""" 

n-,eref ore st = a(..[3) , 

Def 4 2: If H 1S a subgroup of r(L:K), then Ht is c,3.11ed 

the fixed field of H. 

I t is the relationship between the intermediate f'ields Cif 

U-le extension L:K and the subgr'oups of the Galois group 

r(L:K) that ~'Je wish to examine, We will do this by 

introducing the concept of a Galois connection between 

partially ordered sets (we are assuming the reader is 

familiar with this concept). 

Def 4.3: Let <", a IiI d i" Q 1 .....*·1I b e P _.:l r tV l' a' , II~ ,..,.......r d ... '" ..._0,-j__C 0::> t <=
~I .::. .... _I
(~ "_'."_. 

A Galois connection between P and Q is a pair of mappings, 

a· P ~ Q and 7: Q ~ P, satisfying: 

.c ...... 

~ I .1 

1 ) if Pi ~ "-4:: P!I P2 E P, then {J ( P2 ) $4 {J ( Pi ) 

2 ) if eli $* q2 q1' Cl2 E OJ then 7 ( Cl2 ) :S: 7 ( Cli ) 

3) p ~ T~ (p) 'V pEP 
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4 ) C1 S;§ C'°T ( Q ) 'rf q E Gl. 

So a and T are order-reversing and extensive mappings 

In our case, the set of intermediate fields of an extension 

and the set of subgroups of the Galois group of the 

extension are partiall~ ordered by set inclusion. 

Thm 4.3. Let P be the set of all inter'mediate fields of' 

the field extension L·K. Let Q be the set of all subgroups 

of the Galois group r(L:K). Def i ne a: P -t Q and T' Q -t P 

by 

cr(F) == ( Ij., E r(L:K) ,/ !JJ(a) .... a V a E F}, where F E P, 

and 

T(H) = { a E L / !JJ(a) = a V E H}, where H E Q. 

Tha.t is, a(F> = F" and T(H) = Ht . 

Then a and T define a Galois connection betwee P and Q. 

Proc,f: Let P and Q be as defined above and ~ and T also. I;
Ii.· 

,I:1 ) Let K ~ P1 £ P2 ~ L. Let, E ~(P2)' Since 'I flxes 
~~' 

e',,'er~thing in P2 and P 1 £ P 2 , , fixes ever·~thing in P 1 :ind 

" E cr(P 1 ) So a(P2 ) ~ ~(Pl)' 

2 ) Let Q1' Q2 E Q and Q1 £ Q2' Let a E T(Q2)' .~ is 

ever~fixed by element in Q2 and since 0 1 is contained in 

O2 , a is fixed b~ ever~ element in Q 1 , and a E T (Q1 ) . So 

T (Q2) ~ T (Q1 ) . 

3 ) Let F E P and a E F. ,(a) a for .~ 11 E a(F>~1= 
TJ ( F ) is all a E L, where ,(a) = a for all a(F), so" E 
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a E TCf"(FJ and F ~ TCf"l.F). 

4 ) Let H E Q, T(H) is the fixed field of H So e\ler";:j 

'/ E H ~'!ill f'ix e'..'er·';:j element in T(H). Cf"T(H) is=ll=utornor'­

phi sr.-,s tha't fix T (H) and so must contai n "I So H ~ i3"T ( H ), 

and our theorem is proved. 

l,·J e h a vether' e 1 a t ions hip pic t u y-. e d below (1 i s the iden t. 1 t y 

subgroup of r(L:K». 

L Cf" 1 L 'T 1 
U n U n 
F ~ crt;F) T ( H ) +- H ,......,I I r, I i 
I..) I I U I I 
K r(L:K) K r(L:K) 

If we apply cr to land K and T to 1, the resultE are rather 

obvious. crILl = 1, cr(K> = r(L:K), and Tt;l) = L, But 

T(r(L:K») may be larger than K. We are interested in when 

T(T(L K.» = K. Having a nor'mal extension of' a field of 

c:haracter'istic: zeY-'o ~'Jill do the tr'ick (Kaplansky define: 

nCIy-'mal ex tensi ons as: '3iven IX E L but IX i K t.here e:cst.s 

an automorphism fixing K but moving ,x), T':J pr'ove the 

Fundamental Theorem of Galois Theory ~'!e need some 

pre 1 i mi nary theorems re 1 at i ng t he order of the subgrou!:. t I:J 

the degr'ee of the field extension. We ~'!i 11 star·t ~li th a 

theorem due to Dedekind. 

Thm 4.4: If K and L are fields, then every set of distinct 

monomorphisms from K to L is linearly independent over l 

Proof: le t >-'1' ;"1'/ be di st i net monomor'phi sms K ~ L, 
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Assume t her'e ex 1St s a1' an E L, not all z e r' 0 and n i s 

the minimum value, such that 

( 1 ; a1!-1': x) + ... + anA,.., ( x) = 0 f or a 11 x E K 

~~e ma'~ ·~ssurne t ha t ai ~ 0 f' e,r' all = 1, n. Ther'e 

ex i s t say E K such that A1 ( x) ~ An ( X) sinc e the }.' s are 

dis.tinct. Theref or'e y ~ O. Since yx E K, 

a!>'! ( yx) + + a,'I'An ( y x) = 0 0 r 

( 2 ) a1A.I.(Y»,1(X) + + an).,..· ( '~ ) >'1'1 ( x) = O. 

Multiplying	 (1) by ),l(y) and subtracting (2) we obtain, 

a~(:'2 ( x ))'1 ( y) }'2 ( x)}'2 ( Y ») + .. . + an( )..0'1 ( X ) )..'1 ~ 'd ) )..,'1 ( x ) \.1'1 ( '::I ) ) 

= o. 

The co e f fie i en t. '::J f ).,1'1 ( X ) i 5 a 1'/()..1 ( '::I ) ).,1'/ ( 'd ) ') and 5 .I. nee 

\.1. ( '~ ) ), ...,('::1) :;C: 0 ~\le have an expression ~'Jith fevJer' terms 

t han ( 1 ), vJ hi c: rl con t r' a die t s tt-l e ass urnp tl 0 n c, f n as 1 e a 5 t 

·./alue. Theref ore A1' .. ' , ),1'/ ar'e 1 i near' 1 Y i ndeJ:,enden t . 

Tt-Im 4 5. Le t H be a fin it e subgrouJ:' e,f the group Df' 

automorphisms of a field K, and let Hi be the fixed field of 

H, then [K.H
i 

] = I HI· 

Prc,of: Let n = I H I and H = {91' , 9n} where 91 = 1 

Part Suppose [K:HtJ = m > n. Let {Xl' XIt} be a t'asis 

Htfor K o\/sr' By a well-known theorem from llnear algebra 

IIJe can find '::1.1., '::In E K, not all zero such that, 

9 1 ( X,j ) '::11 + .. + gl'/ ( X j ) '::In = 0 for j = 1, . .. , m. 

Le t a E K, t hen a = a;lxl + ... + a;.x., wl-,ere ct1" .. I a;. E Hi. SD 

91 < a ) \:11 + ... + 91'/ ( a ) Yn = g1(~>'lXlhll + ... + 9n(L,xlXl)Yn
I	 ' 1 ' 
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= ~>~l( 91 ( xl> ':11 + + 9tl\Xl)':Itl) = 0 
I 

Trlerefore g.1' 91'1 are linearly dependent. cClnt.rar",d tCI 

Dedekind's Theorem. Therefore rn ~ n. 

P3r~t II Suppose [K:Ht ] ) n. Then there exists Xl' , X,~+l 

, ­
c i< 1 i ne.3.I-·l y independent over Ht By t.he pt-'e\; i ous I<'Je 11­

k nOloJn t. heor'em fr'om 1 i near' a I gebr'a, t.here ex is t. s ':h' y~+!1 

E K	 not. all zero, such t.hat. for j = 1, ... , n 

9.,(X1)'::Il + + 9J(X tl+1)Yn+1 = O. 

Let. us deal strict.ly with the non-zero ~'s and renumber so 

'::11 ' '::I,. '# 0 and Yr+!' ':dn+l = 0, so 

( 1 ) g" ( Xl) '::11 + ... + 9J ( x.. ) ':::I.. = 0 

Let 9 E H and operate on (1) with 9· We get. t.he system, 

99,,(X1)g(':::I1) + .. + ggJ\x .. )g('::I.. ) = O. 

As j varies from 1 t.o n (by a well-known t.heorem from group 

t.heory) this system is eQuivalent t.o 

( 2 ) 9,j(Xl)9(Yl) + + 9J ( x.. ) 9 ( Y.. ) = 0 

Multiply	 (1) by 9(Yl) and (2) by Yl and subt.ract., gett.in9, 

9 J ( X 2 ) ( Y2 9 ( Y1 ) 9 ( yz ) Y1) + + 9J ( x.. )( y.. g ( Y1) - 9 ( Y.. :) Yl) 

= O. 

This has fewer terms t.han (1) and cont.radict.s t.he fact. that 

r' was choosen t.o be t.he least. value. TI,us \i'Je must ha'/t2 

each ':::Iig( Yl) 9(!::1;)'::Il = o. However, in that casE 

-1 
IdiY! = -1

9 (YiY1 ) and -1y;'::ll E Ht . So there exists Z1' z,. E 

Ht and k E K Ie: *' 0 such tha.t Yi = kZ i for' all •. 1,,1 it h 

.1 =	 1, (1) becomes, 

XlkZl + ... + x,.kz.. = O. 
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Di\.'lding by k ~··Je get a I i near I y dependen t. bas is. SCi 

[f( Ht ] ~ 11.
 

Tller·ef ol~e [K.Ht ] = 1 H I.
 

·t·Corollary 4 , .... If r(L:K) is the Galois group of the finit.e 

ext.ension L:K and H is a finite subgr'oup of r(L:K), t.hen 

[Ht , K] = [L· K ] II HI. 

PI-'c.. of . CL:Ht](Ht:K] = [L:KJ, 50 

r Ht K·] - L . '''] f [' 'Ht ] - r L ' K' 'I HI.' - rL .1'... L.' - L JI !'I 

The proof of the I ast two par,ts of t.he Fundment.al Theorem
 

of Galois Theory will reQuire t.he following lemma,
 

Lemma 1: Let L'K be a finite, separable, normal ext.ension,
 

~-1 an intermediate field, and ).. E r(L,K); t.hen
 

0'( >.. q'1)) = >..(oj ( M } )>..-1 ,
 

P"'·Qof Let ·-1 E cr(M) and X1 E )..(M), Therefore X1 = \(x) for
 

5 om e x EM, So • 

... . "'f', -1 " (v', - f '\ ~i ) ( . \ - ' (v') - v so
~."I.·\ l '~"1' - ,,'\, ,X, - '''''\1-. - .1"'11
 

\ (~ , .......,), -1 ,- ....(' ( M»)

r,V\II/.,.. ::1.1.'\ . 

Let x E M and Xo = \(x), then 

-1 .
 
,_ I l\ , -u I =}, i\ Xu) = x, so
( '. -1'"(,\ ) ( v 'j _ '\ -1"'( ( v _ \ .. r, ,,~ - .. 

).,-1(17(\(M»))\ §; 171M), 

Multiplying on the right by \-1 and on the left by \ we get 

1:7('\ (M») ~ ),(cr ( M)»,-1. and the e Qua 1 i t y hoI d 5 . 
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~\Je nOl<'J have t.he pieces necessar'::l t.el establish U-, e 

Fundamental Theorem of Galois Theory. 

Thm 4,6. (Fundamental Theorem of Galois Theory) Let. L be a 

field of characterist.ic zero that is a finit.e normal 

extension of a field K Let rIL:K) be the Galois group of L 

over K, Let P be the set of intermediate fields between L 

and K and let Q be the set of subgroups of r(L:K). Def' i ne 

~. P ~ Q and T: Q ~ P where: 

~(M) = r(L:M) for all M E P, and 

T(H) = {a ELI ~(a) = a for all ~ E H} for all H E Q 

Then: 

1) I r(L:K) = [L:KJ 

2) 7~(M) = M and ~T(H) = H 

3) If 1< ~ M ~ Lit hen [L: t-1J = I ~ <t1) and 

[M:KJ = J r(L:K) 1/1 ~(M) I 

4) An intermediate field M is a normal extension of K 

if and only if a(M) is a normal subgroup of r(L:K), 

5) If an intermediate field M is a normal extension of 

K then the Galois group of M:K is isomorphic to r(~~~) 
0' I....I 

Proof: 1 ) Since L:K is finite, normal, and separ'able 

t rlere ar'e pr'ec i se I y n dis tinct K-automorprl isms of L" ~\Irler e 

n = [L.KJ, so I riL:K) 1= n. 

2) Let M be an intermediate field of L:K. L:M is separ­

able and normal. Let Mr be the fixed fiel,j of r(L,t·1). 

[ L ' Mr J = I r ( L : 1'1) I, But [L:MJ = I r(L:M) I. 
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t:31nce 1'1 S; nr(M:· = 1"-1 , M = TO" ( 1'1) .
 

NCI~-1 cons i der a subgr'ouP H of r ( L : K) . l-Je knOLrI H ~ cn(H)
 

Frcln", the preceeding argument T(H) = TcrTIH). Since T(H> is
 

the fixed field of H, H = (L:T(H)], Hhich implies 

I H	 I = [L TrJ"T ( H ) ] . Since TcrT(H) is the fixed field of cr7(H) I 

( L : TO"T ( H )] = I cr'T ( H) I. SCI I H = I crT (H) and since these 

are	 finite groups, H = crT(H). 

3) Again L:M is separable, finite, and normal, so 

(L. M] = r(L:M) cr(M) and the second foIl DINS f-r-OITi= 
CClr'oll ary 4.1. 

4) Let M be an intermediate field of L:K and let MK be 

a nor'mal extension. Let ~f E r(L:K). Then ·-tIM 1 S a K-

monomorphism M ~ L and is therefore a K-autoITiorphisITi of M. 

So ')'(H) = H and by Lemma i ~r(cr(H»)1-1 = cr(H) and cr(H) isI	 a 

normal subgroup of r(L:K).
 

Let cr(H) be a normal subgroup of r(L:K) and let ~ be any K­

monomorph ism t1 .... L. We know there exists a K-automorphisITi
 

>- of L such t ha t \IM = I. Since cr(M) is a normal subgroup,
 

)..(cr(M»))..-1 = cr(H) and by Lemma i cr(}.(M» = cr(H) By part 2)
I 

of this theorem, \(M) = M. This means ,(M) = M and ~ is a 

K-automorphism of M. Hence M:K is a normal extension. 

5) Let M be an intermediate field of L:K and M:K be & 

normal extension. Let G = r(L:K) and G' = r<M:K). Define 

a map ¢: G .... G ' by ¢ ( I) = 11M f or a I I lEG. Since ,/'lt1 is a. 

K-automorphism of M, ¢ will preserve the operation of 

composition of mappings and is a homomorphism. The identi ­
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ty for G' is the identit.y mapping on M, SCI ker"¢ ~'Jill be 

those lEG that fix M. In other words ker t = r(L M) By 

the First. Fundamental Theorem of Group Homomorphisms, 

~ G' = cr(M)' 

Examples: 1 ) Let K = 0 and let L be the ext.ension field 

of 0 for'med by the adjunction of the seventeenth rClots of 

• ~'v'l 
~ 

I r;~ _. I\.r.''I~ i I the splitting field n 17 1.~II" "",~. Lis ever = x 

Sir: c e f ( X) 3. n d f ( x) = i 7 X 16 h a \/ e non0 n - t. ~ i \.1 i :. 1 f :3. C tOr"' S 1 nJ 

17 17,::ommon, all the roots of x - 1 are distinct.. X _ 1 vdll 

factor in Q to (x - 1)(X 16 + x 1S + .. , + x + 1). I f t·Je 1e t z 

be the I:.rimitive seventeenth rClot of unit'::!! t.hen L = !Q(z). 

16 lST .......
 
J 11_ irreducible pel'~nomial x + X + ... + x + i is the 

minimal polynomial of z over 0 and [O(z):Q] = 16 = InO(z) G)I 

f(x) is the 17th cyclotomic polynomial, t 17 , and its Galois 

';;yroup i s CI~C 1 i c . Th u s nO( z) ; 0) = { 'I! ')'2. , "',116 = i} and [."le 

have the chain of subgroups: 

r(n{.,..·l·n·, _ /·...t·...... -... c''':: _ _ /"Y2 , -, t.:..__ /''Y4 ....... -, r:; .. _ ...........,.8, -, f~ __
 
• \~':. -,'" ~I - "" I.J' - -iI! - ... I ". - '-':J - .... 1 ". - -4 - "'" 0·- - '-'~ ­

(1} The r'espect i ve or'der's are 16, 8, 4, 2. and 1 The 

Galois Connect.ion gives us a seQuence of subfields: 

Q = F 1 C F 2 C F3 CF4 C F5 = O(z) , 

~"Jher'e each F, corresponds t.o G·l in the Galois Connectlon. 

There are, therefore, exactly three intermediate fields 

beb~een O. and O(z). Since the Galois group is abelian all 

of its subgroups are normal, ther'efore every subf ield of Q(z) 

is normal over O. 
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2) Let f(x) = x 4 
- 2 E O(x], and let. L be the splittin'3 

field for f over O. f(x) factors as: 

(x 4 ..[2)( x + 4 ..[2)( X i4 ..[2)( x + i4 ..[2) , ~.: her e 4..[2 E R4- .3. n d 

= ~-1. Therefore L = 0(4..[2, l). For ease of not.ation let. 

... _ 4 r:; <: .... L - 0"('0 ;)J\) - ., L., _ __ - \,) ,.. To calculate the degree of O(~, ij Q 

we no t e: m(~ Ii): 0] = [O(~, i): O(~)] [O(~): QJ. 

The minimal polynomial of i aver O(~) is x 2 + i. Since ::<2 + 1 

has no r'oots i n Q(~), it is ir'reducible over O(i;') and 

..., 
= 4..[O(~ , o:O(~)] • By Eisenstein's cr'iter'ion for i rr'e­

due 1 b 1 1 i t 'd ~AJ i t h p = 2.1 X
4 2 is irreducil:·le c\.·'er 0 .. so 

[Q(~)·O] = 4. This gives [O(~, i);(),] = 2 . 4 = 8 and the or'der 

of' the Galois gr'oup nO(~, 0:0) is 8. 

The Galois group will be generated by the two automorphisms 

cr and 7' where: 

O'd) = cr (~) = is
 

T (i) = -i 7'<n = ~
 

These two generators yield the following Q-automorphisms 

automorphisms S H H 

1 ~ 

0' is 
0"2 -~ 

0­
3 -is
 

7' ~ -i
 

U7 is -i 

C"2T _co.. -t 

1"37 -is -i 



which is isomorphic to the dihedral group of order 8. ~4-

f(O(~, 0: Q) can be ex pressed in terms of genera tors and roe 1a­

-1 
~ > ITv'T = ~3T

2 -= 1,-r / cr 
4 

-= 

/i4~ 
B A C 

r,,,t:2~H 
I 

(I:() .... < cr, 

A = {1, C! I (1'2 I 1j3) 

B = (1. cr 2 
I -T I cr2

-r) 

C = (1 _' cr 2 
I cr-r I cr 3 

-r} 

D = (i. (;2) 

E = (1 , T) 

F = (i I (;-r) 

2G = (i I a­ 7) 

H = (1. 1j
3 -r) 

= (1) 

G 

G~O(~ll i)~Ht 

~/t/lt~lt/ 
B~I/\J 

Q 
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b'::j f(O_(~, 

~4 

order­ 1: 

tions 

The lattice of subgroups is given b'::j: 

The corresponding tower of subfields is given by: 

ol~der 4: 

There are three subf i el ds of Q(~ I i) of degr"ee 2 over Q" 

The subgroups of ~4 are as follows: 

!:Jrder­ 2: 
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The'::! al-'e the split.ting fields of the i rr-educi bl e polyno­

y2 1 y2 '7 2rnials .. x - 2 E Q [x J . The':! are	 Q(i) .. 0,(1; ..[2;! .. 
~ ~~+ + -.' 

and Q(..[2) , and t.he~ are fixed b~ At, Ct , ·:and st respect i vel'=,. 

(~t Et F t HtThe fields , ot, , and carl be ca.lculated in thej .' 

following manner. 

I f x E G(~, 0, t. hen: 

~ ~_('3 ~ ~ .;('2 + ~ ;('3;.: = .3.(. + as + a2~2 + a4 i + a!i~~ I -b"';' w.7"'~ I• -::.$-.) 

~ . d Et
~~here ai EO. ,-ons 1 er . It is the field fixed	 by (1, r) 

a ;r'3"T(X) = a,) +3.1~ + a2~2 +a3r3 - a4~ - a5i~ - alii~2 - 7·," . 

Therefor'e ao, as are arbitrary and a4' a7 = 0 J soJ 

x = ao + a1~ + a2~2 +a3~3., and Et = Q(~). 

Similarly we can find Gt = O(t~), ot = 0(..[2, i), F t = O(~(i + d)., 

and Ht = 0 (~ (1 - t). 

The normal subgroups of ~4 are ~4' A, 8, C, D, and I so theI 

~\, I 
t ....t	 :\cor·t-·esp,jnd i n9 5ubfields G., t-I 0, el, ot , and G(~ .' ai-'e the'... 

only normal ext.ensions of Q. These ar'e the splitt.ing 

2 2 ? ;.:4 .... 2 .;. .... 4 ..,fields of x.' x - Z, x + -, - - - .' -	 "-, respec­~ ~ 

tively, 

Accclrdi ng to par' t. 5 of t he Fundament al Theor'em of Ga I 0 is 

Theory, since ot is a normal extension of 0. the Galois group 

t 0 nQ(t', I): Q)of ot: O is isomoi-'phic	 The Q-automorphisms of
D 

n I"l' -'7 ') r 1 12 rJ, h { , \ ' (S1'7.... = """(~.:::, ~, ·3.re .~ .. ~, /w, a./W,J, w ere ~,~, = t, ~,"4-, = -~.:::! 

~ (i ) = -i, e(..[2) = ..[2, a.e (i ) = -i a.e ( ..f2 ) -..[2. The1 = 
o :Q)

QUO t. i en tJ 
group nQ(~, 

D 
cont.ains t.he cosets {(!, fj2) , (fj , fj3), 

2), 3 .\.(7', (]' 7' , ~0"7, 0" 7}.f . We have the isomorphism: 

i ... (i, 0'2) 
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3,x tot (C" , C" ) 

f3 tot (-T. , I":: 
2 

7',1
, 

1.-.:-,.,.CG.,(3 H \ ..' I .. C" 
3 -r) 

So both of these groups are isomorphic to the Klein 4-group 

or (!2 @ (!2'
 

The Galois connection bet~\Ieen the lattice e,f 5Llbgr'ouPs and
 

the t ower of subf i e 1ds can be seen gr'aphi ca 1 h~ if e it rler
 

one is inverted,
 

Summar'= 

Thr'ough the Fundamental Trlec.r'em of Gal oi s Theor'I::/ the 

problem of solvability of poll::/nomials can be looked at from 

the vie~'J of group theor'= rather than trie more difficult 

standpoint of field theorl::/. We have seen that, starting 

with a polynomial PIX) irreducible over a field F, a 

splitting field E exists. This splitting field is a finite 

nor'mal extension of F. If F has characteris·tic zero, then 

for everl::/ subgroup of the Galois group of the extension E:F 

there exists a intermediate subfield of E, Con\iersell::/, for 

everl::/ irltermediate subfield between E and F there exists a 

subgroup e,f the Galois group of E:F which fixes the 

intermediate field. 

In this paper we have not attempted to answer the question 

of whether a pol'=lnomial is solvable b'=l radicals. TCI ans~\Ier 

that Question, one needs to examine the str'uctur'e of the 
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Galois group of the sl:,litting field of the I:lolynomial over 

t.he ba.se field. If the Galois group is solv~ble then the 

pol y n om 1 ali 5 sol va b 1 e by r a d 1 c: a 1 5 . By showing the exist­

ence of a f'lfth degree polynomial which has as a Galois 

'3r,oLlp Ss, "'Jhich is not solvable, the Quintic is seen to be 

not solvable by radicals This did not stop the search for 

a solution to the general fifth degree polynomial eQuatlon. 

Jerrard in 1834 was able to show that the Quintic is 

sol'/able by r·adicals and ultr'aradicals, ~'ljhere the ultr'a­

*..r:; v-
I:. 

~ J"v _ Iradical ,- is defined to be the real root of - a. 

Her'mite (1822-1902) ~'-Ias able to solve the quintic using 

elliptic modular functions, v'Jhich ar'ose in the context of' 

integration of algebraic functions. The connection GalOiS 

found beh'Jeen the subgroups and subfields ~"~as gener'alizecl 

ancj applied in many differ'S'!nt areas of mathematics. The 

idea of a Galois connection has been applied to commutative 

r'ings. di\li~·ion rings, and differential equations. Each of 

these areas has i ts o~\In Fundamental Theor'em correspondi ng 

to the Fundamental Theorem of this paper. 

The 1:1rob 1 em of sol ',,' i ng a po 1 ynom i al eQua t i on has occupi ed 

many of the most brilliant mathematicians since Cardano 

first published the solution to the cubic and quartic 

equations. It is a problem which continue~ to gener·at.e 

much in the way of "good" mathematics. 
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