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CHAPTER 1
 

Introduction
 

In this paper, we present an elementary introduction to 

geometric groups. These are groups having thei r origin in 

some branch of geometry. Geometric groups are useful in many 

applications of group theory in science. From a mathematical 

point of view, they provide a better understanding of the 

interaction between different branches of mathematics, in 

parti cuI ar between group theory, 1inear al gebra, and geometry. 

Our goal in this paper is to discuss and illustrate the basic 

properties of geometric groups and some of their applications. 

The nature of this study is more that of a compilation of 

existent ideas than that of a development of original ideas. 

The theorems, proofs, and examples constitute a modeling of 

materials from multiple sources so that, even if possible, in 

most instances, crediting a single source would not be 

appropriate, though occasionally a specific source is cited. 

We provide a 1ist. of references that we consul ted in this 

study at the end of the paper. 

The material in this paper is intended for readers 

fami I iar wi th the contents of standard courses in linear 

algebra and abstract algebra. In particular, we assume that 

the reader is familiar with the following notations: finite

dimensional vector spaces, subspaces, linear transformations 
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and matrices, determinants, eigenvalues, groups, subgroups, 

group homomorphisms, group isomorphisms, kernels, normal 

subgroups, direct products, permutations, cycle decompositions 

of permutations. Accounts of these topics may be found in 

most linear algebra and abstract algebra books; for example, 

[2], [16], and [21]. Partly in order to establish notation, 

we devote the rest of this chapter to review without proofs, 

basic notations, and terminology of Euclidean spaces and some 

related topics. 

THROUGHOUT THIS STUDY, E DENOTES AN n-DIJlENSIONAL 

EUCLIDIAN SPACE OVER 'I'HE FIELD OF REAL NUMBERS UNLESS STATED 

OTHERWISE. 

Definitions: 

1.1	 A Euclidean space is a finite-dimensional real 

vector space E together wi th a function < , >: ExE-R, 

called the inner product on E, that satisfies the 

following conditions: 

(1)	 <A,B>=<B,A> for all vectors A, BEE; 

(2)	 <A+B,C>=<A,C>+<B,C> for all vectors A,B,CEE; 

(3)	 <cA,B>=<A,cB>=c<A,B> for all vectors A,BEE and all 

seal ars cER; 

(4)	 <A,A>~O for all vectors AcE, and <A,A>=O if and only 

if A=O, the zero vector of E. 
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1.2	 Let E be a Euclidean space. The length (or 

Eucl idean norm) of the vector A is the number IAI =J<A,A> . 

1.3	 Let E be a Euclidean space. The distance function 

on E is a function d:ExE~R defined by setting d(A,B) 

=/A-B/ for all A,B€E. 

1.4	 Let E be a Euclidean space. Two vectors A,BEE are 

said to be orthogonal if <A,B>=O, in which case we write 

A.LB. 

1.5	 Let E be a Euclidean space, and let U be a subspace 

of E. The orthogonal compl ement of U is the set 

u'-={XEE/ X.LA for every vector A€U}. 

1.6	 Let E be a Euclidean space. An orthonormal basis 

for E is a basis {AI,A;, .•. ,Ao} of E such that <Ai,Aj>=oij' 

where 0ij is the Kronecker symbol (or delta); 0ij equals 

1 when i=j and 0 otherwise. 

1.7	 A I inear isomorphism of a vector space V over a 

field F is a one-to-one linear transformation mapping V 

onto V. 

1.8	 Let V be a finite-dimensional vector space over F, 

and let W be a subspace of V. Let T be a linear 

transformation of V into V. Then the subspace W is 

called invariant with respect to T if T(W)~. 

1.9	 Let V be a vector space, and let T be a linear 

transformation of V into V. A polynomial ",rt) is called 

a minimal polynomial for T if ,,(T)=O and ,,rt) is the 

lowest degree of such polynomials of t. 
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Theorems: 

1.1 Let E be a Euclidean space, and let A,BEE, then 

<A,B> = ~ [d(A,O)2+d(B,O)2-d(A,B)2] • 

1,2 Let E be a Euclidean space, and let U be a subspace 

of E. Then UJ is a subspace. Moreover E=UeUJ ; that is 

every vector in E may be written uniquely in the form 

A+B, where AEU and BEal. 

1.3	 The set GL (V) of all linear isomorphisms on a vector 

space V is a group under function composi tion call ed the 

general 1inear group of V. 

1.4	 r={(xl'x2, •.. ,xn)/xiER} is an n-dimensional Euclidean 

space with the inner product defined by setting 

«al'··· ,an)' (bl ,··· ,bn»=albl +··· +a~n 

for all vectors (al, ... ,an),(bl, .•• ,bn)Er. If 

A=(al'··· ,an) and B=(bl ,··· ,bn), then 

1A1""ia 1
2+..,+an2 , 

d(A,B) =J(a1 -b1 ) 2+... + (an-bn) 2 , 

and 

<A,B>=/A//B/cos8, 

where 8 is the angle between A and B.
 

In the sequel, ~ with this inner product is called the
 

ordinary Euclidean n-space.
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1.5	 Let V be a vector space, and let T be a linear 

transformation of V. Let 'r(t) be a minimal polynomial 

of T. Then 

1.	 If let) is any polynomial for which l(T)=O, then 

'ret) divides let). In particular, 'r(t) divides the 

characteristic polynomial of T. 

2.	 There is only one minimal polynomial for T; i.e., 

'ret) is unique. 

1.6	 Let V be a vector space, and let T be a linear 

transformation of V. Let 'ret) be a minimal polynomial 

of T. A scalar A is an eigenvalue of T if and only if 

'r(A)=O. Hence the characteristic polynomial and the 

minimal polynomial for T have the same roots. 

1.7	 Let V be a vector space, and let T be a linear 

transformation of V. Let let) be a characteristic 

polynomial and 'ret) be a minimal polynomial of T. 

Suppose that let) factors as 

f(t) = (A -t)n,,(A2-t)J1a"'(A;:-t)Dk,1 

where Al,A;, ... ,Ak are the dis tinct eigenval ues of T. 

Then there exist integers ml,m;, ... ,m! such that 1 <m·<n·- r	 1 

for	 all i and 

CP:r(t) = (t-Al)m,.(t-A2)~..·(t-A;:)lItk. 

1.8 Let V be a vector space over F, and 1et T be a 

linear transformation of V. Assume that the minimal 
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polynomial .,(t) of T is a product of two polynomials 

./t) and .t(t) which are relatively prime over F. Let 

vj={a€V/.j(T)(a)=O} and vt={a€V/.t(T) (a)=O). Then 

1.	 v=vjeVt and T(Vj)~Vj' T(Vt)~Vt 

2.	 Vj={.t(T) (a)/a€V), Vt={.j(T) (a)/a€V). 

3. The restriction Tj [T ] of T to Vj [V ] has ./t)t t 

[.t(t)] as its minimal polynomial. 

1.9	 Let V be a finite vector space over F, and let T be 

a linear transformation of V, and let W be aT-invariant 

subspace of V. Then the characteristic pol ynomial of T/ K 

divides the characteristic polynomial of T. 

1.10	 Let V be a finite vector space over F, and let T be 

a linear transformation of V, and suppose that 

v=wje . • •ewk , where Wi is a T-invariant subspace of V for 

each i ( l~i ~k). Iff (t) denotes the characteristic 

polynomial of T and fi(t) denotes the characteristic 

polynomial of TI"j (l~i~k), then 

f(t)=fj(t)flt) ... fk(t)· 
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CHAPTER 2
 

The Orthogonal Group
 

Throughout this chapter, E denotes a finite dimensional 

real Euclidean space. Thus E is a vector space together with 

an inner product < , >:E)(E~R. If A€E, then the number 

~I.~<A,A> is called the length (or Euclidean norm) of A. Our 

objective in this chapter is the study of length-preserving 

transformations of E. There are two types of length 

preserving transformations that are of primary concern to us 

in this chapter: orthogonal transformations and Euclidean 

transformations. 

In Section 2.1, we define and study the basic properties 

of orthogonal transformations. In Section 2.2, an algebraic 

structure on the set of orthogonal transformations OrE) is 

introduced and it is shown that with respect to this structure 

OrE) is a group, called the orthogonal group of the space. 

Section 2.3 is devoted to the study of Euclidean 

transformations (or rigid motions). Euclidean 

transformations, like orthogonal transformations, form a 

group, called the Euclidean group of the space, and the study 

of its structure is given in Section 2.3. 

2.1 Orthogonal Transformations 

In this section, we are going to discuss special kinds of 

linear transformations of a Euclidean space E, namely 
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orthogonal transformations. We first characterize these 

transformations geometrically and note that they extend the 

concept of rotations and reflections of ordinary plane 

Euclidean geometry to higher dimensional Euclidean spaces. 

Among the most important results to be proved in this section 

is the spectral decomposition theorem for orthogonal 

transformations. 

Definition 2.1: 

Let E be a finite dimensional real Euclidean space. An 

isometry (Euclidean transformation or rigid motion) of E is a 

mapping a:E~E such that d(A,B)=d(a(A),a(B)) for all A,BeE, 

where d is the distance function on E. 

Thus, an isometry of E is a function from E into E that 

preserves the distance between all points in E. 

Theorem 2.1: 

Let a:E~E be an isometry of E. Then 

1. a is one-to-one. 

2. a-l:E~E is also an isometry. 

3. If 't': E~E is another isometry of E then 00 't' is an isometry 

of E. 

Proof: 

1. Assume a(A)=a(B) for some A,BeE. Then d(a(A),a(B))=O; 

therefore, d(A,B)=/A-B/=O - A=B. Hence a is one-to-one. 
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2.	 Since u is one-to-one and we will prove later u is also 

-1onto, then u exists. And we know that
 

d(A,B)=d(u(A),u(B)) for all A,B€E.
 

Then d ( u -1 (A ) , u· I (B ) ) =d ( u ( u -1 ( A) ) , u ( u -I (B ) ) ) =d ( A, B) .
 

Therefore, u~ is an isometry.
 

3.	 We are given that u and ~ are isometries on E. We wish 

to show (]O~ is an isometry. Let A,BEE. Since u and ~ 

are isometries, d(A,B)=d(u(A),u(B)) and d(A,B) 

=d(~(A), ~(B)). Therefore, d(oo ~(A),oo ~(B))=d(~(A),~(B)) 

=d(A,B); hence, 00 ~ is an isometry. 

Corollary: 

Let Iso(E) be set of all isometries of E. Then Iso(E) is 

a group under composition of functions. 

Proof: 

1.	 Iso(E)~e. The identity map lr€Iso(E). 

2.	 (Iso(E),o) is a mathematical system since composition of 

isometries is an isometry by Theorem 2.1. 

3.	 The associative property holds since a composition of 

functions in general is associative. 

4.	 The identity map 19:E..E, VA€E,lg(A)=A, is the identity 

element. 

S. VUEIso(E) , u-1 is an isometry by Theorem 2.1. 

Therefore, (Iso(E),o) is a group. 
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Definition 2.2: 

Let E be a Euclidean space. Suppose A€E. The map TA:E~E 

given by Tix):=x+A is called the translation of E by A. 

Theorem 2.2: 

The translation of a space E by A is an isometry of E. 

Proof: 

Let Tix)=x+A. We wish to show TA€Iso(E). Let B,C€E, 

then T/B)=B+A and TA(C)=C+A. 

So, d(T/B), TA(C) )=d(B+A, C+A) 

=/ (B+A)-(C+A)/ 

=/B-C/ 

=d(B,C). 

Definition 2.3: 

An orthogonal transformation of E is a linear isometry of 

E; that is, u is an orthogonal transformation of E if u is a 

linear transformation from E to E and 0 is an isometry. 

Lemma 2.3: 

An isometry u:E~E is a linear isometry if and only if 

0(0)=0. 

Proof: 

(-) Assume u is a linear transformation. Then VA,B€E, 

u(A)+u(B)=u(A+B). Therefore, u(O)=u(O+O)=u(O)+u(O), and 

thus u(O)=O. 
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(.) Assume u is an isometry such that u(O)=O. First, we need 

to show u preserves the inner product of E. Let A,BEE, 

then 

<u(A),U(B»=1/2[d(u(A),0)2+d (u(B),0)2_ d (u(A),u(B))2 j 

=1/2[d(u(A),u(0))2+d (u(B),u(0))2_ d (u(A),u(B))2 j 

=1/2[d(A,0)2+d (B,0)2_ d (A,B)2 j 

=<A,B>. 

Next, to show u is a linear transformation, let A,B,CEE 

and cER. Since u is an onto map, then 3C'EE such that 

C=u(C'). So 

<u(A+B)-u(A)-u(B),C>=<u(A+B)-u(A)-u(B),u(C'» 

=<u(A+B),u(C'»-<u(A),u(C'» 

-<u(B),u(C'» 

=<A+B,C'>-<A,C'>-<B,C'> 

=<A+B-A-B,C'> 

=<O,C'> 

=0. 

Therefore, VC~,u(A+B)-u(A)-u(B)~C; thus u(A+B)-u(A)-u(B) 

must be the zero vector. Hence u(A+B)=u(A)+u(B). Thus 

u preserves vector addition. Similarly, 

<u(eA)-eu(A),C>=<u(eA)-eu(A),u(C'» 

=<u(eA),u(C'»-<cu(A),u(C'» 

=<cA, C' >-<eA, C' > 

=0. 

Therefore, VeER, u(eA)=eu(A). 
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The following theorem shows that in studying isometries 

of a space E, it wi 11 often suffice to study onl y 1inear 

isometries. 

Theorem 2.4: 

Every isometry q:E-E can be expressed as a composition of 

a linear isometry of E and a translation of E. 

Proof: 

Let q:E-E be an isometry of E, and let A=q(O). By 

Theorem 2.2, the translation T~ is an isometry of E. Thus, 

the map or=T_fq is an isometry of E. Since or(O)=(T_fq)(O) 

=T_A(q(O))=T_A(A)=O, Lemma 2.3 implies that or is a linear 

isometry. Moreover, q=T'A-1 0 or=TAo or. This compl etes the proof. 

Corollary 1: 

The factors or and ~ are uniquely determined by q. 

Corollary 2: 

Every isometry q of E is onto. 

Proof: 

Since q:E-E is an isometry, then by Theorem 2.4, we have 

q=~oor, where or is a linear isometry and ~ is a translation 

of E. By Theorem 2.1 (1), or is one-to-one, and since or is a 

linear transformation and E is finite dimensional, or is onto. 

Now we are going to show that T" is onto. Let XEE. Then 
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X=(TAOT_A)(X)=TA(T_A(X)) and T_A(X)EE. Hence, TA is onto. Thus, 

q=TA0'C is onto. 

Next, we are going to give a variety of characterizations 

of orthogonal transformations. The following theorem gives a 

geometric characterization of an orthogonal transformation. 

'rheorem 2.5: 

Let q be a linear transformation on a finite dimensional 

Euclidean space E. Then the following statements are 

equivalent: 

1.	 q is an orthogonal transformation. 

2.	 /q(A)/=/A/ VAEE; that is, u preserves the length of all 

vectors in E. 

3.	 If AEE is a unit vector (i.e., if /A/=l), then /u(A)/=l. 

4.	 For any vectors A,BEE, <u(A),u(B»=<A,B>; that is, u 

preserves the inner product on E. 

Proof: 

(1-2) Assume u is an orthogonal transformation. We wish to 

show VAEE, /u(A)/=/A/. Let AEE. Then
 

/u(A)/l=d(O,u(A))l
 

=d(u(O),u(A))l
 

=d(O,A/
 

=/A/1• Therefore, /u(A)/=/A/.
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(2-1) Assume a is a linear transformation such that VAEE, 

la(A)I=IAI. We wish to show a is an orthogonal 

transformation. Let A, BEE. Then 

d(a(A),a(B))2=la(A)-a(B)1 2 

=<a(A)-a(B),a(A)-a(B»
 

=<a(A-B),a(A-B»
 

=la(A-B)12
 

=IA-BI2
 

=d(A,B/.
 

Therefore, a is an isometry, and hence a is an orthogonal 

transformation. 

(2-3) Assume VAEE, la(A)I=IAI. If IAI=l, then la(A)I=l. 

(3-2) Assume a is a linear transformation such that if AEE is 

a uni t vector then I a(A)1 =1. We wish to show V':8EE,
 

la(B)I=IBI. If BEE, and B=O, then la(B)I=la(O)I=IOI=IBI.
 

Let BEE, and B"O and let A=B/IBI. Then A is a uni t
 

vector; therefore,
 

I a (B) I =1 a (I BIA) I
 

=IBlla(A)1 

=IBI· 

(1-4) Assume a is an orthogonal transformation. We wish to 

show VA, BEE, <a(A),a(B»=<A,B>. Let A, BEE. Then 

<a(A),a(B»=1/2[d(a(A),0)2+d(a(B),0)2- d (a(A),a(B))2 j 

=1/2[d(a(A),a(0))2+d(a(B),a(0))2- d (a(A),a(B))2 j 

=1/2[d(A,0)2+d (B,0)2_ d (A,B)2 j 

=<A, B>. 
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(4.2) Assume u is a linear transformation such that ~,BEE, 

<u(A),u(B»=<A,B>. We wish to show VC€E, lu(C)I=ICI. 

Let C€E. Then 

lu(C)ll=<u(C), u(C» 

=<C,C> 

=1 Cil. 

Corollary: 

Let u:E-E be a linear transformation. Then u is an 

orthogonal transformation if and only if for some orthonormal 

basis {el,e2,··· ,eD} of E, the set of vectors 

(u(e1),u(e2), ••• ,u(e )} forms an orthonormal set.
D

Proof: 

Assume that u is an orthogonal transformation. Let 

{el,el"" ,eD} be an orthonormal basis of E. Then <ei,e/=O if 

i"j and <ei,ei>=l. By Theorem 2.5 (4), we have <u(ei),u(ej»=O 

if i"j and <u(ei),u(ei»=l, or <a(el),a(ej»=61j={~li1;3 

(Oij is called the Kronecker delta). Thus 

(u( e1), u(e2), ••• , u(e,)} is an orthonormal set. 

Conversely, suppose that for some orthonormal basis 

{el,el , .•• ,e } of E, the set (u(el),u(e2), •.• ,u(e,)} is an
D
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n 

orthonormal set. Let A =a1e1 +... +an6 n =~ a j 6 j be an arbitrary
f:tJ 

vector in E. Then 

1A12 
.. <A,A> 

.. <t ajej , t a:/e:/>
j-1 :/-1 

=t t aja:/ <8:/,8:/>
j-1:/-1 

• t ta j a:/6 j :/
j-1:/-1 

= tal . 
j-1 

and 

10 (A) 12 • <0 (A) ,0 (A) > 
.. <t a j 0 (ej) , t a:/o (e:/) > 

j-1 :/-1 

= t t aja:/ <0 (8:/) ,0 (e:/) > 
j-1:/-1 

· t t a j a j 6.1:/
j-1:/-1 

• fa: . 

orthogonal transformation. 

Thus, 

j-1 

Hence /A/=/q(AJ/. by theorem 2.5 (2), (1 is an 

Remarks: 

In the literature, an orthogonal transformation is also 

called a unitary map or unitary operator. The reason why some 

authors use the terminology unitary is that they are 

characterized by the fact that they map unit vectors into unit 

vectors as we have shown in Theorem 2.5 (3). The reason most 
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authors use the term, orthogonal transformations, is that 

these transformations preserve orthogonality of vectors. 

Throughout the paper we are going to follow this standard 

terminology. Unfortunatel y, this choice is not the best 

choice for the following reason: Let U:E~E be a unitary map; 

that is, U satis f ies the condi ti on: If XEE such that I XI =1, 

then IU(X)I=l. Then it follows that U preserves orthogonality 

of vectors in E. On the other hand, it does not follow that 

a map which preserves orthogonality of vectors is necessarily 

unitary. For example, the map u:r~r given by u(X)=2X, 

preserves orthogonality but is not unitary. 

Before we continue with other characterizations of 

orthogonal transformations, let us give some examples. 

Example 1: 

Let Ebe any n-dimensional Euclidean space. The identity 

transformation on E is the map l,:E~E defined by l,(A)=A for 

any vector AEE, and the inversion transformation on E is the 

map -l,:E~E defined by -l,(A)=-A for any vector AEE. These are 

both orthogonal transformations of E since both r1, are linear 

transformation of E and <r1,(A),r1,(B»=<rA,rB>=<A,B> for all 

vectors A,BEE. 

Geometrically, the inversion transformation maps every 

vector to its inverse. The figures below ill ustrate the 
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inversion transformation on the l-dimensional Euclidean space 

Jt, and on the 2-dimensional Euclidean plane ~. 

A 

A 

-A __ ...- ~ -A ... 
c'"-"':--- 0 

-1.; R __ • 
-1~: ~4;' 

Figure 2.1 Figure 2.2 

Example 2: 

Let Ebe an n-dimensional real Euclidean space. Let H be 

a hyperplane in E; that is, H is an (n-l)-dimensional subspace 

of E. Then its orthogonal complement ~ is a l-dimensional 

subspace of E. Let L=~. Then E=H.L and hence every vector 

X€E can be written uniquely in the form X=Xa+X~, where XaeH and 

X~€L. The map Ra:E-E defined by RlX)=Xa-X~ for every X€E is an 

orthogonal transformation of E. The map Ra is call ed a 

hyperplane reflection of E through (or in) the hyperplane H. 

If E=~ or ~, then Ra(X) is the mirror image of X obtained by 

regarding H as a two sided mirror. The figure below 

illustrates a typical hyperplane reflection of the 3

dimensional Euclidean space ~. 
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L 

Figure 2.3 

Example 3: 

Let E be an n-dimensional Euclidean space, and let A be 

a nonzero vector in E. The map SA:E..E defined by 

SA (X) =X-2 <X, A> A for every A€E is an orthogonal transformation
<A,A> 

of E. For example, let E=:I and A=(1,2), then S(l,2j::I..:I is 

given by 

5(1,2) «x,y»	 • (x,y) -2 ~~,~~ .~~,~~ (1,2) 

.. (x,y) - ~ (x+2y) (1,2) 

- (1. x -'!y -'!x-1.y ) 
5 5' 5 5 . 

Thus S(LV is a hyperplane reflection of the space (or plane) 

:I through the line H=A.J.=«1,2».J.=«2,-1». See the figure 

below. 
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SlI.21(X) 

Figure 2.4 

H. «(1.2».1. 

• «(2, ·1» 

The preceding examp1 e ill us tra tes that the orthogonal 

transformation SA on ~ is just the reflection of ~ through a 

line H=A.l passing through the origin; that is, in the notation 

of example 2, SA=RA~' This type of orthogonal transformation 

is called a symmetry of E and it will be discussed later. 

The following theorem gives a characterization of 

orthogonal transformations in terms of matrices. 

Theorem 2.6: 

Let q be a 1inear transformation of E. Then q is an 

orthogonal transformation if and only if the matrix A of q 

wi th respect to some orthonormal basis of E satisfies the 

condi tion AtA=I, where At is the transpose of A. 
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Proof: 

Suppose that u is an orthogonal transformation.	 Let 

(el , ••• , e,) be an orthonormal basis of E. Let a (ej ) •	 t lI.tjek • 
Pl 

By the corollary to Theorem 2.5, the set 

(u(el),u(et), ••. ,u(e,)} is an orthonormal set; thus, we have 

<u(ej)' u(ej»=6 jj . A Iso w e have 

(a (ej ) • a (ej ) >• (t IIkjek • t lIJ::Jek> = t 1I.tj1lJ::J' These equations impl y
Pl Pl Pl 

that AtA=I since the (i,k)th entry of At is (kU' Conversely, 

assume that AtA=I. Thus the equations above are satisfied and 

hence the set (u(el),u(et), .•. ,u(e,)} is an orthonormal set. 

This completes the proof. 

Corollary: 

AAt=I. 

Definition 2.4: 

An nxn matrix A with real entries is called an orthogonal 

matrix if AtA=I. 

Example 4: 

Let us use the matrix approach to show that every 

rotation of the Eucl idean pi ane , about the origin is an 

orthogonal transformation of the pI ane. Recall that the 
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rotation of 

origin is a 

the plane through an angle 

mapping P,:; .." where 

of 8 radians about the 

p,(x,y)=(xcos8-ysin8,xsin8+ycos8) for all vectors (x,y)€'. 

It follows easily from this formula that P, is a linear 

transformation of , whose matrix representation relative to 

the standard orthonormal basis eel' el } is 

cose -Sine)
A=- ( •sine cose 

(x. y) 

Figure 2.5 

Since the inverse of a rotation is the rotation in the 

opposi te di rection, p,-l=p.,; therefore, 
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-1 (COS (-e) -sin (-8») (cose Sine)A·- -A t sin (-e) cos (-e) -sine cose . 

It follows that A is an orthogonal matrix and hence that the 

rotation P, is an orthogonal transformation of the Euclidean 

plane Jf. 

Now we are going to show that the determinant of an 

orthogonal transformation is always rl, and then use this fact 

to extend the notion of rotations and reflections of ordinary 

plane geometry to higher dimensional Euclidean spaces. 

'l'heorem 2.7: 

Let u be an orthogonal transformation of a Euclidean 

space E. Then det(u)=rl. 

Proof: 

Let H(u) be a matrix representation of the orthogonal 

transformation u. Since u is an orthogonal transformation of 

E, we have H(u)tH(U)=I. Therefore, det(H(u)tH(u))=det(I), so 

det(H(u)t)det(H(u))=l. Hence det(H(u);2=l. It follows that 

det(H(u))=rl. Thus det(u)=rl. 

Leona 2.8 

Let Ebe a 2-dimensional real Euclidean space. Let u be 

an orthogonal transformation of E. Then there exists an 
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orthonomal basis B of E such that the matrix of 0 wi th respect 

to the basis B is either one of the following two matrices: 

(1) [0] ._[cosesine -Sine]cose ' where 0s.8s.21C. 

(2) [0] .=[~ _°1], 

Furthermore, type (1) occurs if and only if det(o)=l, and type 

(2) occurs if and only if det(o)=-l. 

Proof: 

By Theorem 2.6, we can choose an orthonormal basis (Pl, 131) 

of E such that the matrix of 0 with respect to this basis 

A-[: ~ is an orthogonal matrix. Since A is orthogonal, we 

have AtA=AAt=I. Thus 

a 2 +b2 -1 a 2 +c2 =1 
ac+bcl-O ab+cd-O 
c 2 +d2 -1 b 2 +d2 -1 

The equation a1+b1=1 implies that there is a unique real number 

8, wi th Os. 8s.21C , such that a=eos8 and b=sin8. If det(o)=l, 

then ad-be=l. Using this equation together wi th the equations 

ae+bd=O and ~+c1=1, we have e=-b=-sin8 and d=a=eos8. Hence 

the matrix of 0 relative to the base B=(131,131} is of type (1). 

Conversely, if the matrix of 0 relative to an orthonormal 

basis B is of type (1) then det(o)=eos18+sin18=1. On the other 
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hand, if det(o)=-l then ad-bc=-l. Using equation together 

with the equations ac+bd=Oand c2+c1=1, we obtain c=b=sin8 and 

d=-a=-cos8. Hence the matrix of 0 relative to the basis 

{P1,P2 l has the form A_[eose Sine] Consider the system ofsine -eose . 

linear equations: 

eose sine ]fxjJxl
lsine -eose lY. lY. 

This is equivalent to 

eose-l sine ]fxl [0]l sine - (l+eose) lY.. ° 

. ~eoS8-1 Sine] . 2Slnce de • e ( 8) =-(cos8-1)(1+cos8)-s~n 8 
s~n - l+eos 

=- (cos28-1) -sin28=0, 

the system has a nonzero solution, say P=[;j. By normalizing 

this sol uti on, we obtain a uni t vector, call it ••.JL 
1 IPI' 

Clearly 0(01)=01' Since E is 2-dimensional, we can choose 

another uni t vector, say 02' such that B={01' 02 l is an 

orthonormal basis of E. Thus the transformation 0 can be 

represented by an orthogonal matrix with respect to the basis 
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deJ1 pl. , but[l pl.lc~se Sine]B={121' tkl} of the form [~ ~. LO qj q ° qJ S1ne -case 

t1
cose Sine]for some 8. de a-1 Thus q=-l. Hence p=O.sine -case . 

Therefore, in this case, [oj, is of type 2. Conversely, if 

the matrix of 0 is type (2) then det(o)=-l. 

Now we are going to generalize the notions of rotation 

and reflection in ordinary plane geometry to higher 

dimensional Euclidean spaces. First, let us examine the 2

dimensional Euclidean plane ~. 

Let E=~ be the 2-dimensional ordinary Euclidean plane. 

Let 0 be an orthogonal transformation of E. Then by Lemma 

2.8, the matrix of 0 wi th respect to an orthonormal basis 

B={tkl,tkt} is either of the following form [aJB.[:~:: ;oi::] or 

[aJB·[~ _°1]' Observe that in the first case, det(0)=cos18+sin18 

=1, and in the second case, det(o)=-l. In the first case, if 

A is a nonzero vector in ~, we calculate the angle between A 
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and (}(A). I f [A] )xj then [C~S6 -sine]rxl ",[XC~s6-YSin6]. The 
B lY s~na case IYJ xs~n6+ycose 

angle, between the vectors A and (}(A) is given by 

COS.:::I	 <A, a (A) > = <A, a (A) > 
lAlla (A) I 1A12 • 

(}(A) 

A . 

Figure 2.6 

Jxcose -YSin6]
<A, (}(A) >=[x Y{xsin6+ycos6 

=(,tcosS-xysin8) +xysinS+y2cos2S 

=(x2+y2 )cosS 

=/A/ 2cosS. 
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Thus	 cos~=~ =cos8. Hence ~=8 i f O~8~1C and 8=21C-~ if 
1A12 

1C~8~21C. Thus 0 in this case is a counterclockwise rotation of
 

the plane , about the origin through an angle of radian
 

measure 8.
 

In the second case, 0 satisfies the following properties:
 

1.	 a2=1~ (the identity transformation of ,). 

2.	 The line L={rDl:rE~} is pointwise fixed by 0; that is, 

o(x)=x for every XEL. 

3.	 Let Then A=xD1+YDj , and since [a]B~I.[~ _Oll~I·[~I,AE'. 

then 0(A)=XD1-YDr Thus 0 maps A into its mirror image 

with respect to the line L; that is, 0 is a reflection of 

:I thorough the line L. Note that orA) can be wri t ten as 

0(A)=A-2<A,Dj>Dj for all AE:I. 

Since rotations of the plane have determinant +1 and 

reflections have determinant -1, we formally define rotations 

and reflections of n-dimensional real Euclidean space as 

follows: 

Definition 2.4: 
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Let E be an n-dimensional real Eucl idean space. An 

orthogonal transformation 0 of E is called a rotation if 

det(o)=+l and a reflection if det(o)=-l. 

Remark: 

We caution the reader about the terms rotation and 

reflection as just defined for arbitrary real Euclidean 

spaces. In the context of an arbitrary real Euclidean space, 

they simply express a formal property of an orthogonal 

transformation and should not mislead the reader into 

thinking, for exampl e, that a rotation "rotates" the space 

about an "axis" or that a reflection "reflects" the space 

through some hyperplane. Let us illustrate this remark with 

examples. 

Example: 

Let ~ be a 4-dimensional real Euclidean space, and let 

o:~~~ be the inversion transformation given by o--lr' Since 

det (0)= (-1 )'=1, 0 is a rotation of ~. But 0 does not "rotate" 

~ about a fixed axis since 0 fixes no nonzero vector in ~. 

Example: 

Let C be a 3-dimensional Euclidean space and o--lr' 

Since det(o)=(-l)J=-l, 0 is a reflection of c. But 0 does not 

reflect the space through a hyperplane since 0 fixes only the 

zero vector and hence it does not fix the vectors of the 
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Thus a-lr is a reflection in the general sense 

of the word, but 0 is not a hyperplane reflection. 

Let E be an n-dimensional real Euclidean space. Then 

there exist a rotation and a reflection of E. 

Proof: 

0=1" the identity transformation of E, is obviously a 

rotation. Suppose B={e1, ... ,e,} is an orthonormal basis for E. 

Let o:E~E be the linear transformation defined on B by 

o(e1)=-e1 and o(ej) =ej for i =2, ... , n. Then <ore,), o(e, »=1 for 

i=2, ..• ,n, and <o(e,),o(ej»=O for i"j. Hence 0 is an isometry 

and the matrix of 0 with respect to B is given by 

-1 0 01 
o 1 j 

[a].-I j j '" 0 

o ... 0 1 

Thus det(o)=-l and hence 0 is a reflection. 

Corollary: 

Let Ebe an n-dimensional Euclidean space. then Ehas at 

least n reflections. 

Proof: 

Let OJ: E~E be a I inear transformation defined on B by 

o,(ej)=-e, for a fixed iE{l, .•• ,n}, and 0j(ej)=ej for all j"i. 

Then det (OJ )=-1 and hence 0, is a ref I ection. Since there 
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exist n such linear transformation <1i
, 
s, E has at least n 

reflections. 

'.l'heorem 2.9: 

Let E be an n-dimensional Euclidean space. Then 

1. If n is even then <1=-1, is a rotation, and if n is odd 

then <1 is a reflection. 

2. The product of two rotations is a rotation. 

3. The product of two reflections is a rotation. 

4. The product of a rotation and a reflection is a 

reflection. 

Proof: 

1. Assume n is even. Then det(<1)=det(-l,)=(-l)'=l; 

therefore, <1 is a rotation. If n is odd, then 

det(<1)=det(-l,)=(-l)'=-l; therefore, <1 is a reflection. 

2.	 Let <1 and 't' be rotations. Then det(<1)=l and det('t')=l; 

therefore, det (<1't' )=det (<1 )det ('t') =1, and hence <1't' is a 

rotation. 

3.	 Let <1 and 't' be reflections. Then det(<1)=-l and det('t') 

=-1; therefore, det(<1't')=det(<1)det('t')=l, and hence <1't' is 

a rotation. 

4.	 Let <1 be a rotation and 't' be a reflection. Then det(<1)=l 

and det ('t') =-1; therefore, det (<1't') =det ('t'<1) =det (<1 )det ('t') 

=-1, and hence <1't' and 't'<1 are reflections. 
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Our next objective is the proof of an important result 

called the spectral decomposition theorem for orthogonal 

transformations. This theorem is concerned with the matrix 

representation of an orthogonal transformation by choosing a 

suitable orthonormal basis of E. 

First, we need to prove some pre I iminary resul ts which we 

shall need. 

Lenna 2.10: 

Let 0 be an orthogonal transformation on n-dimensional 

Euclidean space E. 

1.	 If 0 has a real eigenvalue A, then A=r1. 

2.	 Every eigenvalue of 0 has absolute value 1. 

3.	 If U is a subspace of E invariant under 0, then ti is 

invariant under o. 

Proof: 

1.	 Let o(x)=Ax, where X~O. Then <x,x>=<o(x),o(x»=<Ax,Ax> 

=A1<x,x>. Thus (A1-1)<x,x>=O. Since x~O, <x,x>~O, and 

hence A1-1=0 or A=r1. 

2.	 Let o(x)=Ax, where x~O. Then I xl =1 o(x)1 =IAxl =1 Allxl. 

Thus IAI=l. 
3.	 Since U is invariant under 0, then o(U)=U and 0·1 (U)=U. 

Let yEti. Then for any XEU, we have <o(y),x>=<y,o·l(x» 

=0. Thus O(Y)Eti for every YEti, and hence o(ti)=ti. 
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Le1IIna 2.11: 

Let q be an isometry on E. If 01 (x)=O for some XEE and 

for some integer p~l, then q(x)=O. 

Proof: 

Let q be the smallest integer such that q'(x)=O. Assume 

that q>l and let y=q,-l(x). Then y,.O. q(y)=q(q,-l(x))=q'(x)=O. 

'rhus /q(y)/=O. Since q is an isometry on E, then /q(y)/=/y/=O 

a contradiction since y,.O. Thus q(x)=O. 

LellllUl 2.12: 

Let q be an isometry on E. I f ~l is an irreducibl e 

factor of the minimal polynomial m of q then 

m=~l·" 

where ~l and, are relatively prime. That is, the factors of 

m are distinct. 

Proof: 

Assume that m=~!." where ~l and, are relatively prime. 

We shall show that p=l. Since m is the minimal polynomial of 

q, then for XEE, we have m(q)(x)=O, thus m(q)(x) 

=~/(q)(,(q)(x))=O. Now we apply Lemma 2.11 to the isometry 

~lq) and the vector t(q)(x), we obtain ~l(q)(,(q)(x))=O. 

Since this is the case for any XEE, then ~l((J),(q)=O. Thus 

p=l. 
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We are now in a position to prove the spectral 

decomposition theorem for orthogonal transformations. 

theorem 2.13 (Spectral Theorem): 

Let u be an orthogonal transformation of an n-dimensional 

real Euclidean space E. Then there exists an orthonormal 

basis S={tk1, ••• ,tkg} of E with respect to which u can be 

represented by a matrix of the form 

1 0 o 
o '. 

-1 
'.. 

cos6l -sin61 

sinel cos6l 

". 0 

cos8k -sin8k 

o ,.. ... ... o sin8k cosek 

where 1 and -1 appear the same number of times as their 

multiplicities as eigenvalues and 81", .,8;, O~8j<2~, are such 

that cos8lisin8j' l~j<k, are the distinct eigenvalues of A 

other than r1, each block appearing the same number of times 

as the mul tipl ici ty of cos8j+isin8j as a characteristic root. 

Proof: 

The proof is by induction on the dimension of E. If 

dim(E)=l, then the only orthogonal transformations of E are 

u=r1 , and the matrix representation of u has the form 

[(1],=[r1]. Assume that the theorem is valid for any 
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.orthogonal transformation on a Euclidean space E' with 

dim(E'}=k, where k~l. Let E be a Euclidean space and 

dim(E}=k+l. Let (1 be an orthogonal transformation on E. 

Since E is a real Eucl idean space, the minimal pol ynomial m of 

(J has irreducible factors that are either linear or quadratic. 

That is, m is ei ther the product of factors of the form x-c or 

(x-a}l+bl, where brtO and a,b,c are real numbers. Lemma 2.12 

implies the factors of m are distinct. We consider the 

following two cases. 

1.	 m has a linear factor, say (x-c), with c as a real 

eigenvalue. Lemma 2.10 (1) implies c=rl. Let a be 

an eigenvector corresponding to c. Then U=<a> is a 

l-dimensional subspace of E and U is invariant 

under (1. Thus by Lenuna 2.10, UJ is invariant under 

(1. We have E=U.rf. Since dim(rf}=k, we may apply 

the inductive assumption to the restriction of (1 to 

rf to obtain an orthonormal basis, say 

B'={al'" .,ai)' with respect to which the rratrix ofalu• 

is of the form given in the theorem. Let 

B={a',al, ••• ,a,}, where a'=al/a/. Then B is an 

orthonormal basis of E. Then the matrix of (1 with 

respect to the basis B has a block diagonal form 

:J:l 0 ] 
[a] • =[ 0 [a Iu.].' . 

Thus	 the theorem is valid for dim(E}=k+l. 
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The minimal polynomial m has only quadratic factors of 

the form (x-a;!+b2, where b"O. Then by Theorem 1.8, 

there exists an invariant subspace under u, say U, on 

which the minimal polynomial of the restriction of u to 

U, say u', is m'=(x-a)2+b2. Thus u', the restriction of 

u to U, can be expressed in the form u '=aI+bJ, where I is 

the identity transformation and J=(u'-aI)/b. Since 

(u'-aI;!+b2I=O, we have J=(u'-aI)2/b2=(-b2I)/b2=-I. Let
 

Pl be an arbitrary non~ero vector in U, and set P2=J(Pl ).
 

Let N=<{Pl ,P2}>.
 

Claim 1: Pi is a subspace of U invariant under u'.
 

Clearly Pi is a subspace of U. To show that N is
 

invariant under u', let ftlEN. Then ftI=alPl+afJ2' where
 

a 1 ' a 2 E • 

u ' (ftI) =a1u ' ( P1) +a2u ' (P 2) =a 1 ( a 1+bJ ) ( Pl ) +a 2( a 1+bJ ) ( J ( P2) ) 

=al a (Pl ) +al bJ( Pl ) +a2aJ( ( 2) +a2bJ (Pl )=alaPl +albP2-a2aPl-a2bPl 

=(ala-a2a-azb)Pl+(alb)P2EW. Therefore, Pi is invariant 

under u'. 

Claim 2: {P1,P2} is linearly independent. Assume the 

contrary, namel y PI and P2 are I inearl y dependent. Then 

P1=a2P2 for some nonzero scalar ar Thus J(P1)=J(afJ2) 

=a2J ( ( 2) =ar1(J(PI) )=-afJ1· This is equivalent to P2=-afJl 

• p/a2=-af31 • P1+a/P1=o • (1+a/)P1=o, a contradiction 

since l+a/"o and P1"O. Hence {P1,P2} is linearly 

independent and dim(Pi)=2. 
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By Lemma 2.8, there exists an orthonormal basis {(kl' (kt) 

of Wwith respect to which the matrix of 0' has the form 

cose -Sine], O~8~2~. 
[a'l B'·[sine cose 

(Note that the other matrix form of 0' does not occur 

since 0' does not have r1 as an eigenval ue. ) The 

characteristic polynomial of [0' 1" is given by 

-cose sineJ .
C(x) • .' = (x-cose) 2+s l.n2e. r.-s1n8 x-cos 

Claim 3: sin8rtO. Assume the contrary, namel y sin8=O. 

Then C(x)=(x-cos8/ and hence 0' has real eigenvalues 

which contradicts the fact that 0' has no real 

eigenvalues. Thus sin8rtO. Therefore, C(x)=(x

cos8/+sint 8 is the minimal pol ynomial of 0'. Thus 

cos8=a and sin8=b. Since dim(W)=2 and E=WJew, we apply 

the inductive hypothesis to the restriction of 0 to ~. 

This implies there exists an orthonormal basis BN of ~ 

wi th respect to which the rna tri x of a I~ has the form 

given in the theorem. Then the matrix of 0 with respect 

to the basis B=BNuB' has a block diagonal form 
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The Orthogonal Group 

Let E be an n dimensional real Euclidean space. The set 

nonsingular linear transformations of E forms a group under 

of maps. This group is one of the "classical 

it is called the general linear group, and it is 

GL(E). In this section our objective is to study 

that are subgroups of GL(E). 

Let	 E be an n-dimensional Euclidean space, and let O(E), 

be the set of all orthogonal transformations of E. Then O(E) 

is a group under function composition. 

1.	 O(E)~B since lr=0(E), and clearly (O(E),o) is a 

mathematical system since the composition of two 

orthogonal transformations is an orthogonal 

transformation. 

2.	 (O(E),o) is associative since composi tion of functions is 

associative. 

3.	 19E0(E) is the identity element. 

4.	 If (]€O(E) then det((])=:tl; therefore, (]-l exists, and 

det((]-l)=:tl; hence, (]-l€O(E). 

Definition 2.5: 

The group O(E) of orthogonal transformations of E is 

called the orthogonal group of E. 
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Let us find the orthogonal group of a 1-dimensional 

Euclidean space C. The general I inear group GL(C) consists 

of all I inear transformations (Jc: C..C, where c is a nonzero 

scaler and (Jc(x)=cx. To find the elements of GL(C) that are 

orthogonal transformations, note that <(Jc(x),(J/y»=cf<x,y>, 

thus (Jc is orthogonal if and onl y if cf =1 or c=:t1. Hence 

O(Bl) = {-18 11 1.1} . 

Example 2: 

Let ef be a 2-dimensional Euclidean plane. We have shown 

earlier in Lemma 2.8 that if (J is an orthogonal transformation 

of E' then there exists an orthonormal basis B of E such that 

. fl' .. h [] [cose -Sine]t he rna t r 1 x 0 (J rea t 1 vet0 B 1 S e 1 t e r Al = a B = . 8 8Sl.n cos 

or Az= [a]B=[~ _° ], det(Ai)=+l and det(A;)=-l; hence, if (J is
1

a rotation, then its matrix is Ai and (J=P6' the rotation of the 

plane through an angle of 8 radians about the origin. If, on 

the other hand, (J is a reflection, then its matrix must be A;. 

Thus, O(E') consists of the usual rotations about the origin 

of E' and the reflections of E' through a line passing through 

the origin. 
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Let E be an n-dimensional Euclidean space. We denote the 

subgroup of rotations of E by 0 1 (E) and the set of reflections 

of E by O-(E). 

Theorem 2.15: 

Let E be an n-dimensional Euclidean space. Then Of (E) is 

a normal subgroup of O(E). Moreover, O(E)/d(E)-Z;, and 

therefore the index of Of (E) in O(E) is 2; that is, 

[O(E) :d(E)]=2. 

Proof: 

Consider the map det:O(E)"'{+l,-l}. If o,T:€O(E) then 

det(oT:)=det(o)det(T:); therefore, det is a group homomorphism 

of O(E) onto {+l,-l}. By definition, the kernel of det is the 

set of rotations d (E) of E. Therefore, d (E) ., O(E) and 

O(E)/d(E) -Z;. 

Definition 2.6: 

The subgroup 0 1(E) of the group O(E) is call ed the 

rotation group of E. 

Remark: 

The set 0- (E) of ref I ection of E is not a subgroup of 

O(E). However, since [0(E):Of(E)]=2, the rotation group OI(E) 

partition O(E) into two cosets, namely OI(E) and O-(E). 
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The rotation group of the 2-dimensional Euclidean plane 

,. consists of the rotations Pe through an angle of 8 radians 

the origin. That is d (I!) ={PeEO(')j 8ER}. Moreover, 

is isomorphic to the circl e group R/21CZ. If Pe and Pe' 

are rotation of II, then PePe'=Pele'=Pe'Pe; therefore, d (II) is 

Define a function f:R~d(l!) by V8ER, f(8)=Pe' Then 

t is a group homomorphism from the addi ti ve group of real 

numbers into the rotation subgroup 0 1(I!), and f is onto since 

.very rotation of I! has the form Pe for some 8ER. Observe 

that Peal. if and only if 8=21Ck for some integer k; 

therefore, Ker(f)=21CZ and hence, by the fundamental theorem of 

group homomorphism, d(1! )-R/21CZ. 

The study of the structure and more properties of the 

orthogonal group and the rotation group of an n-dimensional 

Eucl idean space E wi 11 be given in other chapters of this 

paper. 
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Euclidean Motions and the Euclidean Group 

In Sections 2.1 and 2.2/ we discussed orthogonal 

ransformations and the orthogonal group of a Euclidean space. 

thogonal transformations are the distance-preserving linear 

of the space. In this section, we are going 

the distance-preserving mapping on a Eucl idean 

These mappings are called Euclidean transformations or 

rigid motions of the space. 

First, let us recall definition 2.1: let E be a finite 

real Euclidean space. A Euclidean transformation 

(or a Eucl idean motion) of E is a mapping m: E"'E such that 

4(A,B)=d(m(A),m(B)) for all A,BEE, where d is the distance 

function on E. 

Clearly, every orthogonal transformation of E is a 

motion of E. However, there are Euclidean motions 

that are not linear transformations and hence are not 

orthogonal transformations of E. For example, the translation 
.,., .,,of the space E by a nonzero vector A, TA:E...E, given by 
! 

~(X)=X+A is a Euclidean motion, but ~ is not an orthogonal 

transformation. However, it follows from Lemma 2.3 that if 

m:E"'E is a Euclidean motion and m(O)=O then m is an orthogonal 

transformation. 

Let M(E) be the set of Euclidean motions of E. We have 

shown in Section 2.1, that M(E) is a group under function 

composition. Moreover, the orthogonal group OrE) is a 
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subgroup of M(E). The group M(E) is called the Euclidean 

group of E. 

Theorem 2.16: 

The set of translations of E, T(E) is a normal subgroup 

of the Euclidean group M(E). The subgroup T(E) is called the 

translation group of E. 

Proof: 

We have al ready shown that T( E) is a subgroup of M(E). 

We need to show T(E)4M(E). Let TAET(E) and fEM(E). Then f=TSC 

~ ~ ~for some CEO(E); therefore, fTAf =TScTAc T.S' Now, cTAc =Tg(A)' 

If XEE, then (cTAc -1) (X )=c(c·1(X) +A)=X+u(A) =Tg(AlX ) , and hence 

CTAC-1=Tg(A)' It follows that fTAr1=Ts(CTAc-1)T_s=TSTg(A)T_s=Tg(A)' 

Hence fTAr 1ET(E). Therefore, T(E)4M(E). 

Corollary 1: 

M(E)=T(E)O(E) • 

Proof: 

We know that by Theorem 2.4, every fEM(E) is of the form 

TAU for some TAET(E) and CEO(E). 

Corollary 2: 

M(E)/T(E)-O(E) • 

Proof: 

Define the function a:M(E)-O(E) by setting a(TAc)=c for 

every TAET(E) and every UEO(E). Let TSC1 and Trf'; be elements 

44
 



of M(E). Then tt(Ta(J1Tf'2)=tt(Ts+fll(C) (J;)=(J; for some (J;=(J1(J2' Also 

tt(T (J1)tt(Tf'2)=(J1(J2=(J;; therefore, tt is a group-homomorphisma

mapping M(E) onto O(E) and Ker(tt)=T(E). Hence M(E)/T(E)-O(E). 

The preceding results give us a complete description of 

the Euclidean motions of a Euclidean space E in terms of the 

orthogonal transformations of E. They are precisel y the 

orthogonal transformations of the space E followed by any 

translation of the space. 

Let AEE, and let M(E)A be the set of Euclidean motions 

that fix the vector A. That is, M(E)A={mEM(A)/m(A)=A}. 

Corollary 3: 

1.	 Let mEM(E) A' Then there exists (JEO( E) such that m=TA(JTA-1. 

2.	 M(E),,=TAO(E)TA 
-1 • 

3. M(E) A-M(E). 

Proof: 

1.	 Let (J=T,,-1mTA' Then (J is a Eucl idean motion of E since it 

is the product of three elements in M(E) and fixes the 

zero vector since (J(O) =TA-1mT/ 0) =T -1 (A)=O. Therefore, (JA

is an orthogonal transformation of E. Hence m=T,,(JTA-1. 

2.	 Note that M(E)~TAO(E)TA-1• Since every motion in 

TAO(E)TA-1 fixes the vector A, TAO(E)TA'1~(E)A' Therefore, 

M(E) A=TAO(E) TA-1• 
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3.	 Define a:M(E)A ..M(E) by a(Tl,TA-1)=Tl" Then a is group 

homomorphism from H(E)A onto M(E). 

Example: 

Let ~ be a 1-dimensional Euclidean space. We found in 

Section 2.1, the orthogonal group of E:i, O(~)={l,,-l,}. The 

translation group of ~ is given by T(~)={Ta(x)=x+alaER}, 

M(~ )=O(E1) T (E:i ) =(aOTal a EO(E:i ), TaET( E:i) }={1f T , -1,0 T }. Bu ta a

(lfT,) (x) =l,(Ta(x)) =1,(x+a)=x+a=Ta(x) and (-If T,) (x) 

=-l,(T (x)) =-1,(x+a) =- (x+a)=-T (x). Thus M(~) ={:tTal aER}.a	 a
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Chapter 3
 

Symmetries and Cartan's Theorem
 

The objective of this chapter is to prove Cartan' s 

Theorem and to apply it to the classification of orthogonal 

(and Euclidean) transformations on 2- and 3-dimensional 

Euclidean spaces. 

3.1 Symmetries 

In this section, we are going to study a very important 

class of orthogonal transformations of E, namely the 

symmetries of E. The symmetries of a Euclidean space E are 

especially important because, as we will show later in this 

section, they are the basic building blocks from which all 

orthogonal transformations are constructed. This result, 

known as Cartan's Theorem, sates that the symmetries of E 

generate all the ortho90nal transformations of E; that is, 

every orthogonal transformation of E is a product of a finite 

number of symmetries. 

First, we need to prove the following lemma. 

Lemma 3.1: 

Let U and W be orthogonal subspaces of E. Let F=UfW/. 

Suppose that u:U-U and ~:W-W are orthogonal transformations. 

Then the map p:F-F defined by p(A+B)=u(A)+-r(B) for A€U and 
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BEW, is an orthogonal transformation of F extending both 0 and
 

~. We shall denote p by p=o.~.
 

Proof:
 

Since 0 and ~ are both I inear transformations, p is a 

linear transformation. We wish to show p preserves the inner 

product of F. Let X, Y€F. Then X=Al+Bl and Y=A2+B2 for some 

Al,AtEU and Bl , Btew. 

<p (X), P (Y) >=<p (Al+Bl ), p(A2+B2) > 

=<o(AI) +~(Bl)' o(A2) +~(Bt» 

=<O(Al ), 0(A2»+<0(Al ), ~(Bt» 

+<~(Bl),0(A2»+<~(Bl)'~(B2» 

=<o(Al ), 0(A2»+<~(Bl)'~(B2» 

=<Al ,A2>+<Bl ,B2> 

=<Al' A2>+<Al , B2>+<Bl , A2>+<Bl , Bt > 

=<Al+Bl ,A2+B >t 

=<X,Y>. 

Therefore, p is an orthogonal transformation. 

Corollary: 

Let U be a subspace of E, and let o:u-u and ~:al-UJ. be 

orthogonal transformations. Then 

1. o.~ is an orthogonal transformation. 

2. Let H, and H be matrix representations of 0 and ~ withr 

respect to orthogonal bases Bl and B of U and rft 
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respectivel y. Then M=[~ ~l is the matrix representation 

of (1eT: wi th respect to the basis BluBr 
3.	 det ((1eT:) =(det ((1)) (det (T:) ). 

4.	 (1e, is a rotation of E if and only if either (1 and T: are 

rotations or (1 and t are reflections. 

5.	 (1er is a reflection of E if and only if either (1 is a 

reflection and T: is a rotation or (1 is a rotation and T: 

is a reflection. 

Proof: 

1.	 Since (1 and T: are orthogonal transformations, (1.T: is a 

linear transformation. Let A,B€E; then A-Au+Au-a- and 

B-Bu+Bul. for some AU' BU€U, Au-a- I Bul. E UJ.. 

<ae-t (A) I ae't (B) >= <aet (Au+Aul.) aet (Bu+Bul.) >I 

• <oe~ (Au) +oe-; (Aul.) oe-; (Bu) +oe-; (Bul.) >I 

• <a (Au) +'t (Aul.) I a (Bu) +'t (Bu-a-) > 
= <Au+Aul.I Bu+Bu-a-> 
=<A, B> 

Therefore, (1.1: is an orthogonal transformation. 

2.	 Since B and B are bases of U and U.I. respectively, B=B uB1 2 1 2 

is an orthogonal basis of E=U~. We take B by listing 

the el ements of B1 and B2 in succession. In this case 

the matrix of uer relative to Bis M=[~ ~l. 

49
 



3.	 det(o.,)=det(N) 

=det (N~)det(N )r 

=det(o)det(,). 

4.	 By (3), det(o.,)=l if and only if either det(o)=l and 

det(,)=l or det(o)=-l and det(,)=-l. 

5.	 By (3), det(oe,)=-l if and only if either det(o)=-l and 

det(,)=l or det(o)=l and det(,)=-l. 

Let E be an n-dimensional Euclidean space, and let H be 

a hyperplane in E; that is, H is an (n-l)-dimensional subspace 

of E. Then ~ is a l-dimensional subspace of E and E=H~. 

Definition 3.1: 

The orthogonal transformation S:E-.E given by S=l~-lJ1''' is 

called the symmetry of E with respect to H (or the hyperplane 

reflection of E with respect to H). 

Theorem 3.2: 

Let S be a symmetry of E with respect to H. Then 

1. S is an	 invol ut ion; that is, s2=11' 

2.	 S is a reflection of E. 

3.	 S leaves every vector in H fixed and reverses each vector 

in ~; that is, S(X)=X for every XEH and S(Y)=-Y for 

every YEll-. 
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Proof: 

1. Let XEE=H.Ii. Then X=Y+Z for some YEH and ZEIi. 

s1(X)=s2 (Y+Z) 

=S(llY)+( -lH.. ) (Z)) 

=S(Y+(-Z)) 

=16(Y) +lH.. (-Z) 

=Y+Z=X. 

Therefore, S=l,. 

2. By the above Corollary (3), det(S)=det(16)det(-lHJ.) 

=(1)(-1)=-1. Therefore, S is a reflection of E. 

3. By definition of symmetry S=laa-1H'" it is clear that 

S(X)=X for every XEH and S(Y)=-Y for every YEIi. 

Theorem 3.3: 

Let U:E04E be an orthogonal transformation leaving a 

hyperplane H pointwise fixed. Then either u=l, or u is a 

symmetry of E with respect to H. 

Proof: 

E=H.H'-. Since u leaves H pointwise fixed, u(Hi,)=H'-, and 

thus u=16.u r where uris an orthogonal transformation of Ii. 

But dim(H'-)=l. Thus a-±l.... Therefore, either a-1"p1... -1. or 

a -l"p-l... , in which case u is a symmetry of E wi th respect to 

H. 
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Corollary: 

Let (11 and (12 be both rotations or both reflections of E. 

Suppose that there is a hyperplane H in E such that (1J! ,=(121,. 

Then (11=(12' 

Proof: 

Since det((12-1(11)=(det(12-1) (det(11)=(:t1) (:f1)=1, then (12-1(11 is 

a rotation of E. Since (1J! r(12I" then for every AEH, 

(1lA) =(12 (A) and thus (12-1(11 (A)=A. Hence (12-1(11 leave the 

hyperpl ane H pointwise fixed. By Theorem 3.3, ei ther (12-1(11=1, 

or (12-1(11 is a symmetry, but it can not be a symmetry since 

-1· .(12 (11 1S a rotat1on. Hence (11=(12' 
~I 

II 
l. 

Theorem 3.4 (Existence of Symmetries): ". 
I 

.~.Let A be a non-zero vector in E. Then the map 

.~ 

SA (X) -X-2 <X, A> A for every XEE is a symmetry of E wi th respect
<A,A> 

to H=<A;ttl; that is, sA-1(A>1-e(-1<A»' 

Proof: 

First,-we need to show ~ is a linear transformation of 

E. Let Y,ZEE. Then 

SA(Y+Z) .. (Y+Z) -2 <Y+Z,A> A 
<A,A> 

"'Y+Z-2 <Y,A>+<Z,A> A 
<A,A> 

.Y-2 <Y,A> A+Z-2 <Z,A> A 
<A,A> <A A> 

... SA (Y) +SA (Z) • I 

Let YEE and cER. Then 
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SA (CY) - (cY) -2 <cr, A> A 
<A,A> 

_ C(Y-2 <r, A> A)
<A,A> 

-CSA(Y) • 

Therefore, SA is a linear transformation. 

Next, we need to show SA is a symmetry of E. Let XEE. 

Then X=Y+Z for some YEH=<A~ and ZE<A> since E=<A>.J..<A>. Note 

that A,ZE<A>; therefore, Z=cA for some cER. 

SA(X) -SA(Y+Z) 
-SA(Y) +SA(Z) 
_ Y-2 <Y,A> A+Z-2 <Z,A> A 

A,A <A,A> 
- Y-O+Z-2 <cA,A> A 

<A,A> 
= Y+Z-2 <A, A> cA 

<A,A> 
=- Y+Z-2Z 
=Y-Z. 

Hence, SlX)=SA(Y+Z)=Y-Z; that is, sA-1<A>J.e(-1<A». 

Remark: 

In the previous theorem, we have shown that every non

zero vector A in E gives rise to a symmetry of E, namely SA. 

Conversely, every symmetry a=lae-l~ of E with respect to the 

hyperplane H has the form S, for some non-zero vector B in E. 

Given two non-zero vectors A and B in E, a natural 

question one may ask is under what conditions SA=S8? To give 

necessary and sufficient conditions for SA to equal S8' we need 

the following lemma: 
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Lellllla 3.5: 

let A be a non-zero vector in E. Then 

1. A vector XEE is left fixed by SA if and only if XE<A~. 

2. A vector XEE is reversed by SA; that is, SA (X)=-X if and 

only if XE<A>. 

Proof: 

1.- Assume XE<A~, then 

S (X) -X-2 <X, A> A
 
A <A,A>
 

-X since <X,A>-O.
 

Therefore, X is left fixed by SA' 

.. Assume a non-zero vector XEE is 1eft fixed by SA' then 

SlX)=X. By definition of SA' SA(X) -X-2 ~1:~~A-X. Thus 

<X, A> A=O. Since A " 0, we have <A, A> " 0 and hence
<A,A> 

<X,A>=O; that is, XE<A~. 

2.- Assume XE<A>. Then X=cA for some cER. Then 

SA (X) =X-2 <X, A> A
 
<A,A>
 

=X-2 <cA, A> A
 
<A,A>
 

=X-2c <A,A> A
 
<A,A>
 

=X-2cA
 
-X-2X
 
=-X
 

Therefore, X is reversed by ~. 

.. Assume XEE is reversed by SA' Then SA(X)=-X, By 

definition of SA' SA(X) -X-2 <~,A> A.< ,A> 
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Therefore, <x, A> A= -2X. 
-2 <A,A> 

That	 is, <x, A> A-X. Hence XE<A>. 
<A,A> 

Theorem 3.6: 

Let A and B be non-zero vector in E. Then SA=Sa if and 

only if A and B are linearly dependent. 

Proof: 

•	 Assume A, BEE and SA=S8; we need to show A and Bare 

linearly dependent. By Lemma 3.5, SA(A)=-A and since 

SiX)=sa(X) then S8 (A)=-A, and hence AE<B>. Therefore, 

A=bB for some scalar b and hence A and B are linearly 

dependent. 

-	 Assume that A and B are linearly dependent. Then <A>=<B> 

and hence <A~ =<B~; therefore, 1<»..8 (-1<») =1<.11>..8 (-1~) . 

That	 is, SA=Sr 

Theorem 3.7: 

Let E be a Euc 1idean space, and let V be a subspace of E. 

Let A be a non-zero vector in V, and let S/ and SA stand for 

the symmetries of V and E respectively. Then 

1.	 V is a Euclidean space under the restriction of the inner 

product on E to V. 

2 .	 sAl o=s/' where SAl o stands for the restriction of SA to V. 
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Proof: 

1. By definition of subspace, U is a Euclidean space under 

the restriction of the inner product on E to U. 

2.	 By defini tion of SA! Q' SA/ ,=S/. 

Finally we are in a position to proof Cartan's Theorem. 

Theorem 3.8 (Cartan's Theorem): 

Let E be an n-dimensional Euclidean space. Then every 

orthogonal transformation of E is the product of at most n 

symmetries of E. 

Proof: 

The proof is by induction on the dimension n of E. Let 

o be an orthogonal transformation of E. Suppose n=l. Then 

0=:t1,. But -1, is the onl y symmetry of E. Since 1r (-1,)4 and 

-lr(-l,)l, every orthogonal transformation of E is a product 

of at most one symmetry. 

Now suppose n > 1 and assume that every orthogonal 

transformation of a Euclidean space E of dimension k < n can 

be written as a product of at most k symmetries of the space. 

Let 0 be an orthogonal transformation of E. There are two 

cases to consider. 

1.	 Suppose that 0 fixes some non-zero vector AEE. Let 

H=<A~ be the hyperplane orthogonal to A. Then H is a 

Euclidean space of dimension n-1 and the restriction 0/8 

of 0 to H is an orthogonal transformation of H. Hence, 
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• • 

by assumption, there are sYlMletries S~, ... , S;" of H such 

that a IH= SA,. ... SA,.' where m~n-l and Al, ••• ,A.EH. Let 

S~, ..• ,SA,. be symmetries of E corresponding to the vectors 

Al , • •• ,A,. Now we claim: q=S~...S.... Let XEE. Since E=A.H 

then X=XA+Xa, where XAE<A> and XaEH. Since XAE<A>, XA=cA 

for some cER, and hence q(XA)=q(cA)=A. Also 

a (Xs) ... (alB) (Xs) ... s;'" ... s;,. (XB) • But sAjls=s':j andSAj (XA) =XA 

since X~Ai' Therefore, 

a (oX)	 • a (XA) +a (Xs )
 

=XA +s;'" ...s;" (Xs)
 

-XA+SAt···SA,. (XB)
 
=S~	 SA,. (XA+XH) 
... SA,.	 SA,.(X) • 

Thus a =S~ ... S... ; that is, q is a product of at most 

n-l	 symmetries of E. 

2. Suppose that q fixes no vector in E other than the zero 

vector. Let A be any non- zero vector in E, and 1et 

B=q(A)-A. Then B ~ O. 

S (a (A» "'a (A) -2 <a (A) ,S> B 
B <B,B>
 

=a (A) -2 <a (A) ,0 (A) -A> (0 (A) -A)
 
<a(A)-A,a(A)-A>
 

o(A) 2 <a(A),a(A»-<o(A),A> (a(A) A) 
... - <a (A) , a (A) >-<a (A) ,A> -<A, a (A) >+<A,A> 
-0 (A) - 2 «A,A>-<o (A) ,A» (0 (A) -A) 

2«A,A>-<a(A),A» 
-A. 

.11 
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Therefore, Sau is an orthogonal transformation of E
 

that fixes the non-zero vector A and hence, by part
 

(1), there exist symmet ries SA,.' ••• , S~ such that
 

SJIl = SA" ... SA,,' where m ~ n-l. It fo11 ows that 

t1 =S'B1SA,. ,,,SA,,' That is, U is the product of at most 

n symmetries. 

Corollary: 

The orthogonal group O(E) of E is finitely generated by 
" 
" 

the symmetries of E. 

Proof: 

Since every ueO(E) is the product of at most n 

symmetries, O(E) is finitely generated by the symmetries of E. 

58
 



3.2 The Classification of Orthogonal Transformation in 

Dimensions 2 and 3: 

In this section, we apply the theorems we have 

established to classify the orthogonal transformations of a 2

dimensional Euclidean plane as well as a 3-dimensional 

Euclidean space. Above all, we want to identify those 

orthogonal transformations which are rotations, and those 

which are reflections (in a point, in a line, or in a plane). 

We are also interested in the question of whether these 

exhaust the set of orthogonal transformations. We shall see 

that in a 2-dimensional Euclidean plane, an orthogonal 

transformation is either a rotation or a reflection in a line; 

however in a 3-dimensional Euclidean space there are 

orthogonal transformations which are nei ther rotations nor 

reflections in a hyperplane. 
J

;.1 
'," 

I. 2-Dimensional Euclidean Plane: 

Let E be a 2-dimensional Euclidean space (or plane). By 

Cartan's Theorem, every orthogonal transformation of E is 

either 1" a symmetry, or the products of two symmetries. The 

next theorem gives a complete description of all the 

orthogonal transformations of E. 
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Let E be a 2-dimensional Euclidean space. Let 0 be an 

orthogonal transformation of E. Then 

1.	 0 is a reflection if and only if 0 is a symmetry. 

2.	 0 is a reflection (hence symmetry) if and only if 0"1, 

and 0 has a non-zero fixed vector in E. 

3.	 A ref 1ection is compl etel y determined by the image of one 

non-zero vector. 

4.	 0 is a rotation of E if and only if 0 is the product of 

two symmetries of E in which case the first of these can 

be chosen arbitrarily. 

5.	 0 is a rotation if and only if 0=1, or 0 has no non-zero 

fixed vector in E. 

6.	 A rotation is completely determined by the image of one 

non-zero vector in E. 

Proof: 

Note that a hyperplane of E is a line through the origin 

since E is a 2-dimensional Euclidean space. 

1.	 If 0 is a symmetry of E then by Theorem 3.2, 0 is a 

reflection. Assume that 0 is a reflection. By Cartan's 

Theorem, 0 is a product of 1 or 2 symmetries. If 0 is a 

product of two symmetries, say 0= 'fJ'ft then det (0) 

=det('fJ'ft)=det('fJ)det('fl)=(-l)(-l)=l, and this is not 

possible. Hence 0 must be a symmetry. 

2.	 If 0 is a ref 1ection (hence by (I) a symmetry) then 0"11, 

and by Lemma 3.5 (I), 0 1eaves aline in E pointwise 
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fixed and hence has a nonzero fixed vector in E. 

Conversely, if u"l, and u has a nonzero fixed vector AEE, 

then u leaves the line <A> pointwise fixed. Thus by 

Theorem 3.3, either u=l l or u is a symmetry. But urtl, by 

assumption, u must be a symmetry of E. 

3.	 Let u1 and Ut be refl ections of E such that u/A)=ut (A) 

for some nonzero vector AEE. Then 011<A>.&.-oal<A>.&.' and 

hence by the corollary to Theorem 3.3, u1="2' 
4.	 If "='r1'rt where 'r1 and 'rt are symmetries, then det(u) 

=det ('r1'rt )=(det'r1) (det'rt)=(-l) (-1)=1, and hence u is a 

rotation. Conversely, assume u is a rotation. If u=l, 

then U='r'r for every symmetry 'r. If urtl,then by Cartan's 

Theorem, u is the product of one or two symmetries. But 

u cannot be the product of one symmetry. Thus umust be 

the product of two symmetries. It remains to show one of 

these two symmetries can be chosen arbitrarily. Let u be 

a rotation and let 'r be any symmetry. Then det(u'r) 

=(detu)(det'r)=(l)(-l)=-l. Thus U'r is a reflection. By 

part (1), U'r is a symmetry. Moreover, u=(u'r)'r for any 

symmetry 'r. 

5.	 Assume u is a rotation and u(A)=A for some nonzero vector 

AEE. By part (4), u is a product of two symmetries. If 

u= 'r'r then u=18, and if u= 'r'r " where 'r"'r', then u(A)=A 

implies 'r'r'(A)=A, and thus 'r('r'r'(A))='r(A). Hence, 

'r'(A)='r(A) and by part (3) above, this implies 'r='r', a 

contradiction. Conversely, if u=l, then u is a rotation. 
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Assume (1"1, has no nonzero fixed vector in E. By 

Cartan's Theorem, (1 is the product of one or two 

symmetries. But every symmetry has a nonzero fixed 

vector. Thus (1 is the product of two symmetries, and 

hence (1 is a rotation. 

6. The proof of this part is similar to the proof of part 

(3) above. 

Theorem 3.10: 

Let (1 be a rotation, and let 'f be a ref I ection of a 

Euclidean plane E. Then 'f(1'f~=(1~. 

Proof: 

'f(1 is a reflection and hence by Theorem 3.9 (1), is a 

symmetry. Thus by Theorem 3.2 (1), 'f(1 is an involution, and 

hence ('f(1)~='f(1. On the other hand, ('f(1)~=(1~'f~=(1~'f. So 

(1-J 'f= 'f(1 or (1-J = 'f(1 'f -J • 

Corollary: 

The plane rotation qroup OI(E) of a 2-dimensional 

Euclidean space is commutative. 

Proof: 

Let 'f be a ref I ection of E. Since 0 1(E) is a normal 

subqroup of OrE), the mappinq ,:d(E)~d(E) qiven by '((1)='f(1'f-J 

is an automorphism. By Theorem 3.10, '((1)='f(1'f~=(1~. Now let 

I ~ ~ ~ (1J' (12E'O (E). Then, ((1J(12) =((1J(12) =(12 (1J ' and on the other hand, 

-J -J -J -J -J -J
,((1J ) , ( (12 ) =(1J (12' Thus (12 (1J =(1J (12 ' and hence (1J(12=(1f'J' 
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3-Dimensional Euclidean Spaces: 

By Cartan's Theorem, every orthogonal transformation of 

a 3-dimensional Euclidean space E is either a symmetry of E, 

~	 or a product of two or three symmetries of E. Since a product 

of two symmetries is a rotation, a rotation of E is either 1, 

or the product of exactly two symmetries. Hence a reflection 

of E is either a symmetry or the product of three symmetries 

and not less than three symmetries. Thus there are two types 

of reflections in 3-dimension Euclidean spaces: those that are 

symmetries and those that are product of three symmetries. 

For example, 0=-1, is a reflection of the latter type since it 

fixes no vector except the zero vector, and hence 0 cannot be 

a symmetry of E. Thus we are led to study another class of 

orthogonal transformations, namely the involutions of E. 

Definition 3.2: 

Let Ebe an n-dimensional Euclidean space. An orthogonal 

transformation 0 of E is called an involution if a1=l,. 

We have al ready worked wi th exampl es of invol utions, 

namely the symmetries of E, 1, and -1,. A question one may 

ask: are these all the involutions? As we are going to show 

this is not the case if n~3. 
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Theorem 3.11: 

Let U and H be subspaces of E and E=UeH. Let (J=-lo-l,. 

Then (J is ~n involution. 

Proof: 

Let aEE, then a=b+c, bEU and cEW. (J2(a)=(J((J(a)) 

=(J((J(b+c))=(J(-b+c)=b+c=a; therefore, ;=1,. Hence (J is an 

involution. 

Thus it follows from this theorem that every orthogonal 

splitting of E gives rise to an involution. Now we want to 

show that different orthogonal splittings give rise to 

different involutions. 

Theorem 3.12: 

Let E be an n-dimensional Euclidean space, and let 

(J=-1,p1, and (J=-l U,e1". Then U=U' and W=W'. 

Proof: 

Since (J=-lUe1" then U={AEE/(J(A)=-A) and H={AEE/(J(A)=A}. 

Also since (J=-l U,e1", U'={AEE/(J(A)=-A) and W'={AEE/(J(A)=A}. 

Thus U=U' and W=W'. 

The question now, does every involution of E come from an 

orthogonal splitting of E? The answer to this question is yes 

and is given in the following theorem. 
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Theorem 3.13: 

Every involution of E comes from an orthogonal splitting 

of E. 

Proof: 

Let <1 be an invol ution of E. Then (<1-1,) :E~E and 

(<1+1,):E~E are linear transformations. 

Let U=Im(<1-1,) = {AEE/A= (<1-1,) (B) for some BEE}, and let 

W=Im(<1+1~={AEE/A=(<1+1,)(B)for some BEE}. Then U and Ware 

subspaces of E. 

Claim: <1 is the involution coming from U and W. 

To prove this claim we need to show: 

a.	 U and Ware orthogonal; that is, ~lEU,A1EW,<A1,Al>=O. 

b.	 unw={O}. 

c.	 E=U+W. 

d.	 a • -lu.Lel.,. 

a.	 Let A1EU and AtE"'. Then A1=(<1-1,) (B1) for some B1EE and 

A1=(<1+1,) (Bt ) f or some B1EE. 

<A1,A1>=< (<1-1,) (B1), (<1+1,) (B1» 

=<<1(B1) -B1, <1 (B1) +B1>
 

= <0 (B1) , <1(B1) >+<<1 (B1) , B1>+<-B1, <1(B1) >+<-B1, B1>
 

=<B1, B1>+<<1(B1), o(<1(Bt ) »-<B1, <1(B1»-<B1, Bt >
 

=<B1, B1>+<B1, 0(B1»-<B1, <1(B1»-<B1, B1>
 

=0. 

Therefore, U and Ware orthogonal. 

b.	 To show unw={O}, let XEunw. Then XEU and xEH. Hence 

there	 exists YEE such that x=(<1-1,) (Y). Then x=<1(Y)-Y. 
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Also there exists ZEE such that x=(o+l , )(z). Then 

x=o(Z)+Z. Hence o(y)-y=o(z)+z; then cf(y)-o(y) 

=cf(z)+o(z). Thus y-o(y)=z+o(z). Then we have o(y)-y 

=y-o(y). Hence o(y)=y or x=o(y)-y=O. 

c.	 To show E=U+W, let XEE. Then (0-1,) (-x/2 )=-0(x)/2+x/2EU, 

and (o+l p(x/2)=0(x)/2+x/2EW; therefore, 

x=(o-l,) (-x/2) +(0+1,) (x/2); hence E=U+W. 

d.	 To show a· -lu....1." let XEE. Then X=u+w for some uEU and 

wEW. Also u=o(A)-A and w=o(B)+B, where A,BEE. Thus 

X=(o(A)-A)+(o(B)+B). Then 

o(X)=o(o(A)-A+o(B)+B) 

=cf(A)-o(A)+cf(B)+O(B)
 

=A-o(A)+B+o(B)
 

=-(o(A)-A)+(o(B)+B)
 

=-l~(o(A)-A)+l,(o(B)+B) 

=(-l~.l.,)((o(A)-A)+(o(B)+B)) 

=(-l u....l.,) (X). 

Hence a =-1~.1.,. 

Definition 3.3: 

Let 0 be an invol ution of E. Then 0=-lqe1" where E=U.W. 

We define the type of 0 to be the dimension of U. That is, the 

type of 0 is the dimension of the space of vectors inverted by 

0, namely U={AEE/o(A)=-A}. An involution of type 2 is also 

called a 180· rotation. 
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Theorem 3.14: 

If 0 is an involution of E of type p, then if p is even 

o is a rotation and if p is odd 0 is a reflection. 

Proof: 

det (o)=det (-lU)det (1,)
 

_( )p_{l if p is even
 
- -1 

-1 if ~ is odd. 

Theorem 3.15: 

There is only one involution of type 0, namely 1" and 

there is only one involution of type n, namely -1,. The 

involutions of type 1 are the symmetries of E. 

Proof: 

Let 0 be an involution of type O. Then 0=-lge1, where 

E=U.Wand dim(U)=O. Hence E=W; therefore, 0=1,=1,. If 0' is 

an invol ution of type n, then 0=-lge1" where E=U.W and 

dim(U)=n. Hence dim(W)=O and E=U; therefore, 0=-10=-1,. 

Now we begin the investigation of the orthogonal 

transformations of the 3-dimensional Euclidean space E. 

A. Rotations in 3-Dimensional Euclidean Spaces 

In the three-dimensional Eucl idean space Ii, we are 

accustomed to the fact that rotations different from1. 

rotate the space around an axis of rotation. In fact, it 
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turns out this is true for rotations of 3-dimensional 

Euclidean spaces. This result is due to Euler, and before we 

prove it, we need the following lemma. 

Leona 3.16: 

Let E be an n-dimensional Euclidean space,' and let q:E~E 

be an orthogonal transformation. Let F={XEE/q(x)=x} be the 

fixed space of q. Then q cannot be factored as a product of 

less than s symmetries, where s=dim(~)=dim(E)-dim(F). 

Proof: 

Let q= 'rl'r1 • •• 'rr where 'ri is the symmetry of E wi th respect 

to the hyperplane Hi" We have to show that r~s. Since 'ri is 

a symmetry then 'ri leaves Hi fixed pointwise for i=1,2, ••• ,n. 

Thus q='r1'rl ••• 'rr leaves (H1nHfJ .•• nH ) pointwise fixed. Thusr 

(H1nH1n ••• nHr)~F. Hence dim(H1nH1n ••. nHr)~dim(F)=n-s. Since 

dim (H1+H1+ ••. +H ) =dim(H1) +dim(H1) +••• +dim(H ) -dim(H1nHfJ· •. nS ),r r r I 

4' 
iiiand dim(Hl+Hl+ .•. +Hr)~n and dim(Hi )=n-1 for i=1,2, ••• ,r then 

n~(n-1)+.•• +(n-1)-dim(H1nH1n ••• nH ) or dim(H1nH1n ••• nH )r r

~r(n -1) -n~n-r. Therefore, n-s~dim(HlnHln.•• nHr)~n-r and hence 

n-s~n-r or s~r. 

Corollary 1: 

If q leaves no nonzero vector fixed, then q is the 

product of exactly n symmetries. 
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Since q leaves no nonzero vector fixed, the fixed space 

of q is F={O}. Thus P=E and hence dim(E}=n=dim(F }=s. By the 

theorem, q cannot be factored into I ess than n synunetries; 

that is, q is the product of at I east n synunetries. From 

Cartan's Theorem, we know q is the product of at most n 

symmetries. Therefore, q is the product of exact I y n 

symmetries. 

Corollary 2: 

If the dimension n of E is odd, then every rotation p of 

E has a nonzero fixed vector. If the dimension n of E is 

even, then every reflection q of Ehas a nonzero fixed vector. 

Proof: 

Let p be a rotation of E. By Cartan's Theorem, 

p= fJT:2' •• T: ' where T:j is a synunetry for i =1,2, ... s and s~n.s 

Then det(p}=l=(-l}s. Hence s is even. Since s is even and n 

is odd then s-n. By the theorem, the dimension of the fixed 

space of p is at least n-s>O, and therefore, p has a nonzero 

fixed vector. The proof of the second part of the corollary 

is similar to the argument used above. 

Now we present a proof of Euler's Theorem. 
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'heorem 3.17 (Euler): 

Let 0 be a rotation of a 3-dimensional Euclidean space E 

and orl1,. Then 0 I eaves one and onl y one line L in E 

pointwise fixed. This unique line L is called the axis of 

rotation for o. 

Proof: 

By Corollary (2) above, 0 has a nonzero fixed vector, say 

x. Let L=<x>={ax/aER}. Then o(ax)=ao(x)=ax. Thus q leaves 

L fixed pointwise. , ~ow we are going to show L is unique. Let 

y~L. We must show o(Y)rlY. Assume the contrary, namel y 

q(y)=y. Then 0 would leave the plane H=<x,y> pointwise fixed. 

But as a consequence of Theorem 3.3, the only rotation leaving 

a hyperplane pointwise fixed is 1,. This contradicts our 

assumption that orl1l . So o(y)rlY. This completes the proof. 

Let E be a 3-dimensional Euclidean space, 

any I ine in E. Let O(E;L) be the set 

:If' 
:JI
"1

':1/1
'1'<and let L be JH 

of orthogonal ·1 ~ 
" 

" 
'.,"

transformations of E that leave L pointwise fixed. That is, '\'" 

O(E;L) ={o€O(E)/o(x)=X,VXEL}. Let OI(E;L) be the set of 

rotations of E that leave L pointwise fixed. 

Theorem 3.18: 

O(E;L) is a subgroup of OrE), and OI(E;L) is a subgroup 

of OI(E). 
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First, O(E;L)"B since 1F"0(E;L), and also O(E;L)~(E).
 

need to show that if o,~EO(E;L) then O~EO(E;L). Let XEL,
 

then o~(x)=o(~(x»=x. Thus o~ leaves L pointwise fixed. 

»Bence O~EO(E,·L). Also since o(x)=x, o·l(o(x»=o·l(x). Hence 

%=q"1(x), and thus o"l EO (E;L). Therefore, O(E,·L)~O(E). 

can show that d(E;L)~d(E). 

Let Ll be the orthogonal complement of L. Then dim(Ll )=2 

and E=L.LJ.. Suppose that OEO(E; L). Since q(L) =L, then by 
f ,~ 

"':§,"I"

Lemma 2.8, o(Ll)=LJ., and hence q=l£.o', where 0' is the :',,1;;,:1::::1;,
11r'" ',I 

restriction of 0 to the hyperplane LJ.. So we have a mapping 

#:O(E;L)"O(Ll ) given by .(0) 8o'.oILL. 

tltU 

,:I-"
:11Theorem 3.19: 
~k

The mapping ~:O(E,'L)"O(LJ.) is an isomorphism carrying the dl 
Ii 

II 
'.subgroup d(E;L) onto the rotation group deLl) of the 2 "

'I''.
dimensional Euclidean plane Ll • 

Proof: 

Let O,~EO(E;L), and let XEE. Then x=a+b, where aEL and 

bELl. So (o~)(x)=(o~)(a+b)=q(~(a)+~(b»=o(a+~'(b» 

=o(a)+q~'(b)=a+o'~'(b). Thi s imp lies (o-r) Il.... • o'-r' , hence 

~(or)=o'r'=~(o)~(r); therefore, ~ is a homomorphism. To show 

~ is one-to-one, assume ~(o)=~(~). Then OIl.L=-rIl.L' Hence by 

the Corollary to Theorem 3.3, o=~. To show ~ is onto, let 
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(1'€O(L.J.) and u=lleu'. Then U'=OIL.L=4/)(U)€O(E;L). Therefore, 4/) 

is an isomorphism. 

From this theorem, it follows that for any line L in ~, 

the group O(~;L).O(~) and d(",·L).O~(~). That is, the 

structure of the orthogonal group and the rotation group of ~ 

does not depend on the line L. In particular if O~(~;L) and 

O~ (~ ; L ') are the rotation groups of ~ about the axes Land L' 

respectively, then O~(";L).O~(~;L'). Thus in studying the 

rotation group of ." it wi 11 be assumed that a rotation 
lIt

~i"iUl
",;!Ii~;:'p,E01(.,) is about a line passing through the origin through an ,..::1 

angle 8 radians. In this case the rotation P, has a matrix ':1_;~... 
I.,.: 

representation of the form: 
11 , ,'i'.·..1 0 I''''

:1 o cos8 :11

1o sine cose II 
-s~n8] . 

"

.. 
Ili"t 

I 
IThus any rotation in ~ is completely determined by its axis ., 

1111 

1-'1,of rotation L and the angle of rotation around the axis L. 

The phrase "angle of rotation around the axis L" could be 

replaced by the phrase "the rotation of the plane d induced 

by (1". 

B. Reflections in 3-Space 

We now turn to the investigation of reflections in a 3

dimensional Euclidean space E. 
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theorem 3.20: 

An orthogonal transformation of E leaves a nonzero vector 

fixed if and onl y if 0=11, 0 is a symmetry or 0 is the product 

of two symmetries. That is, 0 is a rotation or 0 is a 

symmetry. 

Proof: 

Let 0 be an orthogonal transformation that leaves a 

nonzero vector AEE fixed. We need to show 0 is the product of 

two or I ess symmetries. Let L={tA! tER}, then 0 fixes L 

pointwise since o(tA)=to(A)=tA. Thus oEO(E;L). Since 

O(E;L)-O(LJ ), the image of 0 in the orthogonal group of the 

plane LJ is the product of at most two symmetries (by Cartan's 

Theorem). Thus 0 is the product of two or less symmetries. 

Corollary 1: 

An orthogonal transformation 0 of E I eaves onl y the 

origin fixed if and only if 0 is the product of exactly 3 .Ii 

symmetries. 

Corollary 2: 

The ref 1ections of E consist of the symmetries of E, 

together with the orthogonal transformations of E that leave 

only the origin fixed. 

According to corollary 2 above, the problem of 

characterizing the reflections of E is reduced to determining 

",
" 
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the orthogonal transformations of E which leave only the 

origin fixed. These are given in the next lemma. 

Lemma 3.21: 

The reflections of E which leave only the origin fixed 

are given by: S={-p/pEOf(E), and p inverts no nonzero 

vectors}. 

Proof: 

Let p be a rotation of E which inverts no nonzero 

vectors. There are two cases to consider. 

Case 1: p=ll' 

Then -p=-11 is a reflection of E which leaves only the 

origin fixed. 

Case 2: prill' 
,oJ 

By Euler's Theorem 3.17, there exists a nonzero vector A ~. 
'II 
It 

fixed by p. Then -p reverses the vector A. Now we ;1·1 

,I'
I'

proceed by contradiction. Let us assume that there is ~ i 

" I 

"
another nonzero vector B such that -p(B)=B. Clearly the .' 

vectors A and B are linearly independent. Moreover, p2 

is a rotation which fixes every vector of the hyperplane 

H=<A, B>. Thus by Theorem 3.3, p2 is either I, or a 

symmetry. But since prill' then p2 is a symmetry, a 

contradiction. Conversely assume that q is a reflection 

which leaves only the origin fixed. We must show q=-p, 

where pEd (E) and p(A)rI-A for any nonzero vector AEE. 

Clearly p=-q is a rotation. Moreover, if p(A)=(-q)(A)=-A 
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for a nonzero vector A€E, then q(A)=-l (( -q) (A)) =-1 (-A) =A. 

Thus q fixes a nonzero vector, a contradiction. 

Now we must find the rotations of E which invert no 

nonzero vectors. 

Leuma 3.22: 

The invol utions of a 3-dimensional Eucl idean space E 

consist of 1" -1" the symmetries of E, and the 180· rotations. 

Proof: 
/11

~~~,Let E be a 3-dimensional Euclidean space, and let q be an I! .. ~l~r"1
~inll!, 

::1 
involution of E. Then q=-l".l" where U and Hare subspaces I

S 
of E and E=U.H. The possible dimensions of the subspaces U j,
and Hare dim(U)=3 and dim(H)=O, in which case, q=-l,; or -,

jill" 

::.dim(U)=2 and dim(H)=l, in which case q is an involution of :u 
H 

type 2, that is a 180· rotation; or dim(U)=l and dim(H)=2, in ;1, 

,I'
I'

which case, q is a symmetry; or finally, dim(U)=O and 

dim(H)=3, in which case, q=l,. 

The only involutions of E of type 0 and type 3 are 1, and 

-1, respectively. The next theorem describe the involutions 

of type 1 and type 2. 

Leoma 3.23: 

Let q be an orthogonal transformation of the 3

dimensional Euclidean space E. Then q leaves a nonzero vector 
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E fixed and reverse a nonzero vector B in E if and only 

is an involution of type 1 or type 2. 

Let u be an invol ution of type 1. Then u is a symmetry. 

Theorem 3.2, u leaves a nonzero vector fixed and reverses 

a nonzero vector. If u is an involution of type 2, then u=

1,-1, wi th dim(U)=2. Thus u reverses the vectors in U and 

fixes the vectors in w. Conversely, assume that u is an 

ortho90nal transformation of E such that u(A)=A and u(B)=-B 

for some nonzero vectors A, BeE. Then ~ (A)=u(u(A) )=u(A)=A, 

and ~ (B)=u(u(B))=u(-B)=-u(B)=-(-B)=B; therefore, ~ leaves the 

two vectors A and B fixed. But A and B must be linearly 

independent because if A=QB for some nonzero scalar Q, then 

u(A)=Qu(B) would imply A=QB=Q(-B)=-QA=-A and this is 
.. 

impossible since A~O. Thus the vectors A and B determine a II
U 
i;

hyperplane H=<A,B>, and ~ fixes H pointwise. Thus by Theorem It 

3.3, ~=lg. Therefore, u is an involution. By Lemma 3.22, the 

only involutions of E are %l g, the symmetries of E, and 180· 

rotations. But 19 inverts no nonzero vector, and -lg does not 

fix a nonzero vector; therefore, u must be either a symmetry 

or a 180· rotation. 

Corollary: 

The only rotations that invert a nonzero vector are the 

180· rotations. 
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A 180· rotation inverts a whole plane of vectors. 

Conversely, let p be a rotation of E which inverts a nonzero 

By Euler's Theorem 3.17, p leaves a nonzero vector 

fixed. Thus by the Lemma above, p is a 180· rotation. 

Now we are going to describe the 180· rotations of E. By 

Euler's Theorem 3.17, every 180· rotation of E has a unique 

axis of rotation. Conversely, for every line in E, there is 

precisely one 180· rotation with that line as axis. Let L be 
1:, 

:,W'~ 

,;,,,1'111 
';11,1:111:any line in E, and let Of(E;L) be the set of rotations of E 
'~~I 

t;1~1III1 

that leave L pointwise fixed. We know that if peof(E;L), then 

p=l£.p " where p'Ed (LJ ). Thus a rotation p of d (E; L) inverts 

no nonzero vector if the rotation p' is not a 180· rotation of 

the hyperplane LJ ; that is, if p' .. -lL .l.. So the 

E which invert no nonzero vector are given in 

theorem. 

Theorem 3.24: 

•
"

rotations of •11 

t
I:the following 

The rotations of E which invert no nonzero vectors are 

A- {o· (B; L) - {-l L .l.} IL is a line in B} • 

By Lemma 3.21, we obtain the reflections of E which leave 

only the origin fixed. These are S={-p/pEA}. Thus uES if and 
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%only	 if u=-p=-l,eu', where u' is any rotation of the plane LJ 
~ 

~different from lL~' and L is a line in E. 

Sumrnari zing the above discussion concerning the 

orthogonal transformations of a 3-dimensional Euclidean space, 

we may state: an orthogonal transformation of a 3-dimensional 

Euclidean space E is either 

a .	 1,: I dentity (Rot at i on ) 

b.	 rotation about a line. In this case, the set of all such 

rotations (together wi th 1,) is denoted by d (E; L) and 

OI(E;L).d(e!), where E! is a 2-dimensional Euclidean 
'::I1:..space.	 I 

:Ii' 
c.	 the reflections of a 3-dimensional Euclidean space are of :IIII 

two	 types: _II 

'II 

1# 
Type	 (1) Symmetries (i.e., hyperplane reflections). ~ .. 

II 
Type	 (2) reflections that are product of 3-symmetries j: 

these are of the form u=-l,eu' where L is a line in E and 

u'E{d(E;L)-{lL~}IL is a line in E} 

.d (E! )- {18 1}' 

Now we are going to combine the results of this section 

concerning the cl assi fication of orthogonal transformations of 

a 3-dimensional Euclidean space E and Theorem 2.13 to give a 

matrix representation of the different types of the orthogonal 

transformations of E. 
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From Theorem 2.13, it follows that a matrix 

representation relative to an orthonormal basis B of an 

orthogonal transformation u of E has either one of the 

foll owing forms: 

[1 0 0]A" (e) '" [0] s'" 0 cos8 -sine , 0s:8S:2z 
o sin8 cose 

or 

-1 o 
Aa (8) = [0] s= ~ cos8 -s~n8] , 0s:8s:2•. 

[ sin8 cos8 

The matrix Al corresponds to the rotations and the matrix A2 I,
Jl '~ 

to the reflections. 

I:1. For 8=0, we obtain 

[
If"100] '"

"A" (0) =0 1 0 , which corresponds to the identity 
II 

II 
001 I 

j' 

-1 00]
Aa (0) = 0 1 0, 180' rotation about aline, and this is[o 0 1 

the same as a reflection (or symmetry) through a plane. 
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For 8=~, we obtain 

o 0]
-1 0 , a reflection through a line and this isA, (x) =[~ 
o -1 

the same as 180· rotation about a line, 

-1 

-1o 001 , a reflection through a point, namely~ (x) = ~ 
[ o -1 

-1" 

:;~::I' j

,j; I 

:»1 
:b' 
I,ft' 

11,"1 

" Ill' 
IJ ,,, 
:11 
I 
i ~ 
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The Classification of Euclidean Motions in Dimensions 2
 

3
 

This section describes the Eucl idean motions of a 2

dimensional Eucl idean plane and a 3-dimensional Eucl idean 

space E. 

A. The 2-Dimensional Euclidean Plane ~ 

First, recall that every Euclidean motion of a space E 

can be written in the form TA0(1, where TA is a translation of 

Eand (1 is an orthogonal transformation of E. In particular, 

since the orthogonal transformations of a 2-dimensional ~I~~I~ 
I~ill, 

'~ i~Eucl idean pI ane are either rotations about a point in e! "'I~

iii 
:1'through an angle e or reflections through a line, it follows 

'" 

~, 

that every Euclidean motion of a 2-dimensional plane is either il
I 

II 

a translation, a rotation, a product of a translation and a 

rotation, or a product of a translation and a reflection. Now 

we are going to describe each type. 

1. Translations 

These are given by TA:F! ...F!, where AEF! and TA(x)=X+A. 

Geometrically, ~ translates the whole plane along the vector 

A. If A~O, TA has no fixed points. 
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2. Rotations about a point 

Geometrically these rotate the plane through an angle 8 

about a point AE~, and they are denoted by P~l. 

Note 

ICOS6 -Sinel
The rotation P, has matrix sin6 cose . 

-I 
PI,A=T1PITI • 

particul ar , if A=O, we wri te P, to mean P',O. 

In 

that 

Thus ICOS8 -Sinell-"l] IXlCOS8--"2Sin8](.x).. • .
Pe s1n8 cos8 X2 Xlsin8+X2cos8 

Thus -I 
PI,A=TAP,Tl (x) 

=TjP,(T_A(x)) 

ijx.-
a ~-T --:1. 1 

- " -"2-a 2 

=T« (-"I-al) cos6- (X2-~) sin8n 

All (-"I -al) sin6+ (-"2-~) cos8V 

I rr-"lCOS8-X2Sin8] 1- (a1cos8-a2sin8)n 
=TAll-"lSin6+X2cos8 + - (a3sin8+a3cos8)V 

~ 
-"ICOS6--"2Sin8] )

=T - (A)
~sin8+X2cos8 P. 

«~cos8--"2sin6n 
=TA-Pe(A)ijXtSin8+J!2cos6V 

=TA-P.(A) Pe· 

b 

II 

II:" 

Ir 

~I 

" I 

'::llii:Mi ~ 
l!iAJ,.. I 

,:~: 

Itl 

.' 

Thus the rotation P~A may be obtained by first rotating the 

plane through an angle 8 about the origin and then translating 

along the vector A-P,(A). 
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3. Reflections about a line 

Let L be any line in ~. The reflection of ~ through the 

line L is denoted by R£. Let L' be the line parallel to Land 

passes through the origin. There is a unique vector A that is 

1'11",1 

JI'IU.~ 

III~I::~~ ;;1 

;~m; II 
l'rIII~U ' 

::I~ 

I111 

I' 

Now we 

L 

_. L I 

."..-...--' 

Figure 3.1 
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R£ (x) =(TASJTA-1) (x) =TASJ(x-A) 

=TJ (x-A) -2 <x-A,A> A)
A\ <A,A> 

=«X-A) -2 <x-A,A> A)+A
<A,A> 

=x-2 <X,A>-<A,A> A 
<A,A> 

=x-2 <x,A> A+2A 
<A,A> 

=T2A (Si x)). 

the figure below. 

perpendicul ar to L and passes through the origin. 

claim that R£=TASJTA -
1 , where SA is the symmetry of the plane ~ 

determined by A. The proof of the claim follows by examining 



4. Glide reflections 

A glide reflection of E' is any translation of E' by a 

nonzero vector followed by a reflection about any line 

parallel to the translating vector. I f A is the nonzero 

translating vector and L stands for any line parallel to A, 

then the glide reflection determined by A and L is the map 

9A,,:F! ..E', given by gA,~=R~TA' 

L '1'~, 

i~ 
~ 

III 

";~mn II 

:.ij] I 

1., 

\ I' 
_~A 

9A,'(X) 

\ 

Figure 3.2 

Now we are going to show that a Euclidean motion of E' 
that is a product of a rotation and a translation is a 

rotation of E'. 

Let m=TAPs' We claim that m=Tl'a=Pa,8 for some vector BeE!. 

Consider the map 18 2-Pa' Since P, fixes only the zero vector, 

then 182-Pe fixes onl y the zero vector. Thus Ker (182-Pe) ={O}. 
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Hence the I inear map 18 1-Pe is one- to-one and hence it is onto. 

Therefore, there exists a vector BEE! such that (l~-p.) (B) =A, 

-1 (-1 -1) -1or A=B-p,(B). S o T,,=TB-PtCB) p,=TBTp.(s)P. =Ts PeTs Pe Pe =TsP.Ts 

Thus m=TAPg is a rotation of E! about the point B=P"" 

through an angle 8. 

Finally, consider a Euclidean motion of the form m=T,s8' 

where S8 is a symmetry with respect to <BY-. If A=O, then m=S, 

and hence m is a symmetry (or reflection). Therefore, assume 

A,.O and let X_A-<A,B>B and Y-A- <A,B> B. If X=O then B is 
, <B,B> 2<B,B> ' "'l' 

"'" 111 
:,111,11:' 

a scalar multiple of A, and in this case S,=Sl; therefore, IIII" 
,i,li: . 

TASA =T2 (.!A)S.!A and from (3) above, this is a reflection of the ilil 
,~,2 2 Iii 

plane about the line L-~A+<A>.1. If, on the other hand, X,.O, 

then X is orthogonal to Y since 

<x Y>=(A- <A, B> B <A, B> B\ 
, <B,B> '2<B,B> I
 

=(A <A, B> B\ _( <A, B> B <A, B> B\
 
I 2<B,B> / <B,B> , 2<B,B> I
 

= <A, B> <A B> _
 ..!( <A, B> )2 <B B> 
2<B,B> ' 2 <B,B> ' 

=0. 

Let L=Y+<X>. Then L is a line through Yand parallel to X. 

In this case TAS8=gl,~, to see this, recall from part (4) above 

gZ,L =TU+BJ'(.I)Sy, But 2Y+S (X)=A-X+X=A since XlY and Sr=S, sincer 

Y and B are I inearl y dependent. Therefore gl,~=TAS8' We 
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that every Eucl idean motion of E:1 is ei ther a 

translation, a rotation, a reflection, or a glide reflection. 

Hence we have proved the following theorem. 

Theorem 3.25: 

Any Euclidean motion of E:1 is a translation, a rotation, 

a reflection, or a glide reflection. 

B. The 3-Dimensional Euclidean Space ~ 

In a 3-dimensional Eucl idean space E!, there are six 

types of Euclidean motions: 

1. Translation. 

2. Rotation about a line L in E!. 
3. reflection in a hyperplane H (or symmetry with respect H). 

4. Glide reflection. 

If H is a hyperplane in E! and TJ is a translation that 

leave H fixed then the rigid motion TARa is called a glide 

refl ection. 

•. . eIARI-\(:t) 
TJ 

Figure 3.3 
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Rotatory inversion (or reflection) 

Let p be a rotation with axis of rotation L, and let P be 

a point on L. A rotatory inversion is the composition of 180· 

rotation and p. Note that a rotatory inversion is also the 

composition of a reflection Ra and a rotation see the figure 

below. 

'\ 
.) 

~ I 
... I 

~"i 
_ .. ' I 

R,(x) 

Figure 3.4 

6. Screw displacement 

Let p be a rotation with axis Land TA a translation 

determined by A in the direction of L. The composition pTA is 

called a screw displacement with axis L. 

... -t-,/ "

f--__ _ '-, '''-l 
J I 
I I
I 

I L I 
I I 
: ... - I
y" 1 
\ 
,~ 

X 

Figure 3.5 
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!'heorem 3.26: 

Every Eucl idean motion of p;J is one of the above six 

types. 

Proof: 

The proof of this theorem is similar to the proof of 

Theorem 3.25. 

:, 'II'!; 
,

:'1

i'll,"i! 
"'~ II! 

I~i II 
1 ' 

!i 
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CHAPTER .. 

Symmetry and the Orthogonal Group 

This chapter deals with the study of symmetry groups of 

bounded sets in the 2- and 3-dimensional Euclidean spaces ~ 

and ~ respectively. We are interested in cl assi fying all 

finite symmetry groups of bounded sets in ~ and~. These 

symmetry groups are particularly important in science. For 

example, they are used in chemistry to describe the symmetry 

of molecules, and they are important in the study of the 

symmetry properties of crystals. It turns out that the II1I 

" II~ 
i~: 

1 

problem of classifying the finite symmetry groups of bounded IL 
11: 

,ii, ' 

sets in ~ and ~ reduces to the problem of classifying all "I 

finite subgroups of the orthogonal groups O(~) and O(~) 

respecti vel y, so our main objective in this chapter is to 

cl assi fy all fini te subgroups of O(~) and O(~). In the 

applications of group theory in science, finite subgroups of 

O(~) are called point groups since they always have a fixed 

point. These point groups are of two types: point groups of 

the first kind, which contain only rotations (that is finite 

subgroups of d (~», and point groups of the second kind, 

which also contain reflections. 
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4.1 S~etry groups 

Definition 4.1: 

Let E be an n-dimensional Euclidean space. Let S be a 

nonempty subset of E. A rigid motion (or isometry) q of E is 

said to be a symmetry of S if q(S)=S; that is, if q maps every 

point in S to a point in S. 

Theorem 4.1: 

Let S be a nonempty subset of E. The set of all 

illsymmetries of S forms a subgroup of the Euclidean group H(E) 
i Iii 
:11;:of E. That is, G;={qEM(E)/q(S)=S} is a subgroup of H(E). 
i!l" 

Proof: Ii: 

ClearlY we have G~(E) and Gs~e since lJEGS• Let q,~EGS' 

Then q(S)=S and ~(S)=S. Thus (q~)(S)=q(~(S))=q(S)=S, and 

hence q~EGS. Also q-lq(S)=q-l(S); that is, S=q-l(S). This 

implies q-lEGs' Therefore, GS~H(E). 

Defini tion 4.2: 

The group of symmetries GS of S is call ed the symmetry 

group of S. 

Example 1: 

Let S={A}, where AEE. Then the symmetry group G of Ss 

consists of all isometries of E that fix the point A. Thus 

the synunetry group of S={A} is H(E)J' 
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Example 2: 

Let S be an equilateral triangle in JJ!. Then the 

symmetry group of S is Gs ={1:R21 PI>. 2s I PI>• .!! I o~ lOL;,l Oz.:,}, where 
3 3 

P.. 2s and P 4s are rotation about the point p through angles 21t 
":3 P':3 3 

and ~'It radians respectively. 0Ls.' Ox.,. and Oz.:, are reflections 

in the lines Ll' L2 and LJ respectively. 

Figure 4.1 

/LJ
 

;I~ 
!II, 

,II 

Example 3: 

Let S be a regular n-gon (n~3) in JJ!. We need to find 

the symmetry group of S. First, we are going to show that the 

symmetry group of S has order 2n. Consider a regular n-gon 

whose vertices are numbered 0,1,2, ... , (n -1). Since a symmetry 

of S preserves distance between the locations of the vertices 
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o and 1, the locations of the vertices 0 and 1 determine the 

i entire symmetry. There are n choices for the vertex 0; having 

these n choices for vertex 0, there are two 

choices for the vertex 1. Hence there are at most 2n possible 

symmetries. Now we are going to show that all these 

possibilities do arise. 

rotation of r about the 

angle of 2x/n radians, and 

Let p be the counterclockwise 

center p of the n-gon through an 

let c be the reflection of r about 

the line L. We claim that GS is generated by 

rotation p takes 0-1,1-2,2-3, ... , (n-1)-0, 

0-2,1-3, ... ,i-i+2, ... ,(n-1)-1 and in general 

p and c. The 

and p2 takes 

for l.sk.sn, pI 
JI 

!III'I 
111,,0, 

, ~I: 

takes 0.k,1.k+1,2.k+2, ... 

11 - 24 

1,1'111 

,(n-1)·(k-1). 

I 
~ 
I 
I 
I 
I 

pt
i 

I 
I 
I 
I 
I 
I 
~ 
IL 

Figure 4.2 

II':' 

.2 

Thus p generates a subgroup <p> of Gs whose elements are the 

n rotations {p, p2, p3, ••• , pD=l~} . Since the reflection c is 

not an element of the subgroup <p>, the riqht coset <p>c~<p> 
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and in fact <p>c gives the other n elements of GS ' namely 

{pkc/k=l, ••• ,n}. Clearly for k=l, ••• ,n, pkc are distinct; to 

see why {pkc/k=l, ••. ,n} are distinct, assume that pic=pjc for 

some l~i <j~n. Then pj-i=l, where l~j-i <n which is impossibl e. 

Clearly, pD=l and ~=l. We cl aim that cp=p -1 c. Since a 

symmetry in GS is determined by the locations of 0 and 1, we 

consider cpc1(O)=cp(O)=c(1)=n-1. Also p-1(O)=n-1. Thus 

Cpq-1(O)=p"1(O). Similarly, cpc-1(1)=cp(n-1)=c(O)=O, and 

p·1(l)=O, thus cpc"1(1)=p·1(1). Therefore, cpc1=p-1 or cp=p-1c • 

We concl ude, therefore, that GS is a group of order 2n 

generated by the two elements p and c that satisfy the "I~,I' 
II, 

relations pD=~=l and cp=p-1c • Thus GS is the dihedral group DZD 
/;ii, 

generated by p and c. 

Example 4: 

Finally, let us find the symmetry group of a regular 

tetrahedron in ~. 

tlA:J~ 

c 

Figure 4.3 
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Let us begin by finding the rotations of Jf fixing a vertex 

and leaving the tetrahedron invariant. Let (Jr stand for a 

120· counterclockwise rotation off the tetrahedron about an 

axis passing through vertex V and the center of the face 

opposite to V. For example, the effect of (JI on the vertices 

.. (A BCD)
of the tetrahedron 1S gl ven by aA : lA C D B) • Also, the (Ji 

(JJeffect on the vertices is given by 2. ~ BCD) The AaA' •
DBC 

effect on the vertices is given by 3 ~ B C~) that is,aA: BeD; 

al·l~. Thus we conclude that there are eight rotations that 

fix one vertex of the tetrahedron: (JA' (Jl, (J" (Jl, (JC' (J/, and 

2 
(1D' (1D • Now we find the 180· rotations of Jf that leaves the 

tetrahedron invariant. These are the 180· rotations about an 

axis passing through the midpoints of opposite edges. There 

are three such pairs of opposite edges, namely (P,P'), (0,0') 

A BCD)
and (R,R'); these produce the 180· rotations: acp,pI): (BAD e}' 

A BCD)A BCD) and Next we find thea (Q, QI): (e D A B) a (.,RI) : (DeB A) . 

hyperplane reflections of Jf that leave the tetrahedron 

I' 

WI 
II" 

Iii 
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invariant. These are reflections through the planes bisecting 

the tetrahedron. A plane is determined by an edge and the 

midpoint of the opposite edge, for example, the edge AB and 

the point P. Let ~p denote the reflection of jJ through the 

plane determined by P and AB. Then the effect of ~p on the 

vertices of the tetrahedron is given by: ~p:(:: ~ ~). There 

A B C D\ 
are another five reflections given by: (~Q: A DeB)' 

·II!.II·, 

A BCD) (A BCD) (A BCD) (A BCD)
~R: (D B C A)' ~pJ: B A C D)' ~Q': C B A D) and tR,: A C B D)· 

The remaining six orthogonal transformations that leave the 

tetrahedron invariant are the ones that are products of three 

symmetries. These are given below with the effect of each on 

the vertices of the tetrahedron. 

ABC~ (ABC~ (ABC~ 
ttYCpltR: (DCA B)' ~R~pltQ': C DBA)' ~pltQItR: DAB C)' 

A BCD) (A BCD) (A BCD)
~R~~pI:(BCD A)' tQItRtpJ: B D A C)' tpltRItQI: CAD B)· 

The table below is the list of the 24 elements of the symmetry 

group of the tetrahedron. 
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Table 4.1 

Rigid Description Vertex 
motion permutation 

laJ Identity 
transformation 

ABCD 
IA BCD 

1 
(1A' (1Al 
(18' (181 
(1C' (1Cl
(1n, (1n 

120· , 240· 
rotations 

180· rotations 

Symmetries, 
i . e. , 
hyperplane 
reflections 

(BCD) , (DBC) 
(ADC) , (ACD) 
(ABD) , (ADB) 
(ACB) , (ABC) 

(AB) (CD) 
(AC) (BD) 
(BC) (AD) 

(CD), (AB) 
(BD), (AC) 
(AD), (BC) 

(ADBC) 
(ACBD) 
(ADCB) 
(ABCD) 
(ABDC) 
(ACDB) 

(1p,pl 

~,O'III 

Tp, Tpl 

TO' ~' T 

" 

I' 

~/TpITI 

ITplTt 
TpITQ' I 
T,Tt Tpl 

~' ITpl
I1ITg/TII' 

Transformations 
that are 
products of 3 
symmetries 

From the table, it is not hard to see that the symmetry group 

of the tetrahedron GS is isomorphic to the symmetric group St. 

Moreover, the rotation subgroup of the tetrahedron 

{1 1 1 1 1 }" h' tal
S= aJ,(1A,(1A ,(18,(18 , (1C' (1C ,(10,(10 , (1p,p,,(1g,O,,(1I,I' 1S 1somorp 1C 0 

the alternating group At" 

Similarly, one can find the rotational symmetry groups of 

the other platonic solids. The I ist of the five pI atonic 

solids and their rotational symmetry groups are given below 

together with the number of their vertices, edges, faces and 

the shape of their faces. 
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Table 4.2 
? 

Harne of 
platonic 
solid 

4>

Tetr.hedron 

LIJ
 
Cube 

. 
I 

I 
I<ft>


Ocuhedron 

. .,...... .. .. \ , ... .. , , ".' ,. , 
,

......., -.
~®

Dodec.hedron 

~
 
'.
1 I 

.
,. 

.'-:: - _. .. ~•.,:li\7\

~., . 

Icouhedron 

Number 
of 
vertices 

Number 
of 
edges 

Number 
of 
faces 

Shape of 
faces 

rotational 
synunetry 
group 

4 6 4 Triangles -AI 

8 12 4 Squares -SI 

6 

20 

12 8 Triangles -SI 

30 12 Pentagons -AS 

12 30 20 Triangles -AS 

Definition 4.3: 

Let Sand S' be two nonempty subsets of E. We say Sand 

S' are congruent if there is an isometry (1: E--E such that 

S'=o(S). 
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theorem 4.2:
 

Let Sand S' be congruent subsets of E. Then their
 

symmetry groups are isomorphic; that is, GS.Gs" 

Proof: 

Since Sand S' are congruent, there exists an isometry u 

such that u(S)=S'. Let TEG, and let 'C'=uTu-1• Then T'(S') 

=u'Cu·1(8' )=UT(S)=u(8)=8', and hence T' EGS" Define a map 

,:OS..Os' by ,(T)=T'=u'Cu·1• Let Tl'T;E'GS' Then '('Cl'Ct)=u'ClTf1

J=u'C1u·Ju'Ctu·1 =,( TJ),( Tt). Thus, is an homomorphism. To show 

, is onto, let T'EGS" and let T=u·1Tu. Then T(8)=u·JT'U(S)=u· 

IT'(8,)=u-J(S')=S, hence 'CEGSand ,('C)=u'C'u·1=u(u·JT'u)u·1=T'. To 

show , is one-to-one, assume ,(TJ)=,,( Tt). Then u'CJu·J=u'Ctu·J 

hence TJ='C2' Therefore,,, is an isomorphism. 

It follows from this theorem that a symmetry group Os of 

a subset S of E does not depend upon the location of the set 

S in the space E. However, it is important to realize that 

the symmetry group of a set S does depend on the space in 

which we view it. For example, the symmetry group of a line 

segment in ~ is {l,,-l,}, However, the symmetry group of a 

line segment considered as a set of points in ~ is 

{1"., u,. u" px}' where u" u, are ref 1ections in the x and y axis 

and Px is a rotation about the origin through 180·. 

The next theorem shows that the problem of classifying 

the (fini te) symmetry groups of bounded sets in ~ and ~ 
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reduces to the problem of classifying all (finite) subgroups 

of 0(,) and 0 (~ ) . 

Theorem 4.3: 

Every rigid motion in a symmetry group of a bounded set 

in , or ~ has at least one fixed point. 

Proof: 

Let S be a bounded set in , or ~. Since S is bounded, 

S can be contained inside some sufficiently large sphere. A 

rigid motion in Gs cannot be a nontrivial translation, a glide 

reflection, or a screw displacement since one of these rigid 

motions indefini tel y repeated would map S outside of the 

bounding sphere. Thus the onl y rigid moti ons in Gs are 

rotations, reflections, and rotatory inversion. Hence every 

element of Gs has at least one fixed point. 

Corollary: 

1 .	 A symmetry group of a bounded set in , is isomorphic to 

a subgroup of O(~). 

2 • A symmetry group of a bounded set in ~ is isomorphic to 

a subgroup of O(~). 

Proof: 

Let GS be a symmetry group of a bounded set in r (6'). 

But each el ement of GS must have a fixed point. Thus the onl y 

rigid motions in Gs are rotations, reflections, and rotatory 
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Classification of Finite Subgroups of O(Jr) 

Before we start the classification of the finite 

of O(Jf), we recall a few basic facts from group 

Let a be a group and S be a (finite) set. To say that a 

(or operates) on S means that, for every gEG and every 

there is defined a unique element gSES such that; 

es=s for all sES (e is the identity of a). 

(gg')s=g(g's), for all g,g'Ea and SeSe 

1 set S on which a group a acts is often called a a-set. 

For example, let a=O(Jf). Then a operates on the set of 

.11 points of the plane ~, the set of triangles in ~, and so 

on. 

Let S be a finite a-set and let gEGbe a fixed element of 

G. Thus we have a map m,:S~S defined by m,(s)=gs. This map 

describes the way the fixed element gEG operates on S. 

Ifheorem 4.4: 

The map m,:s-S defined by m,(s)=gS is a permutation of S; 

that is, m, is one-to-one and onto. 
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First, we show ro, is one-to-one. Assume mlsl)=m/St). 

~ ~ . hgSl=gsr Therefore, g gSI=g gSt; that 1S, sl=St' ence m, 
i. one-to-one. Next, we show m, is onto. Let s' ES. Let s=g

Therefore, gs=s'; that is, m,(s)=s'. Hence m, is onto. 

Let Sbe a G-set. The relation -on Sdefined by s-s' if 

only if s'=gs for some gEG is an equivalence relation on 

S. 

Proof: 

To show - is ref 1exive, 1et SESe Then s=es where eEG is 

the identi ty el ement. Therefore, s-s. To show - is 

symmetric, assume s-s'. Then s'=gs for some gEG. Since g-lEG, 

g"ls'=g"lgs=s. This implies s'-s. To show - is transitive, 

assume s-s' and s' -s ' , . Then s'=gls and s" =gts' for some 

gl,gjEG. Then s' '=gt(gls)=(glgt)s. Since glgtEG, s-s". Since 

- is reflexive, symmetric, and transitive relation, - is an 

equivalence relation. 

Definition 4.5: 

Let S be a G-set and SESe The equivalence class of the 

relation - determined by s is called the orbit of s in S. 

Thus the orbit of s in S is the set 0s={gS/gEG}. 
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Being equivalence classes, the orbits of the elements of 

partition S into disjoint subsets. And the group G operates 

~_ S by operating independently on each orbit. In other 

.ords, an element g€G permutes the elements of each orbit and 

~ose not carry elements of one orbit to another orbit. 

'Defini tion 4.6: 

Let S be a G-set. We say G operates transitively on S if 

there is just one orbit in S; that is, if S=Og for some s~S. 

Note that if G operates on a set S transitively then 

every element of S is carried to every other one by some 

element of the group. 

Definition 4.7: 

Let S be a G-set. The stabilizer of an element SES is 

denoted by stab(s) and is defined by stab(s)={gEG/gs=s}. That 

is, stab(s) is the set of elements in G that leaves s fixed. 

Theorem 4.6: 

stab(s) is a subgroup of G. 

Proof: 

Note that stab(s)~, and stab(s)"" (since eEstab(s». 

Let gjlgtEstab(s). Then (glgt)s=glgts ) =gls) =s; therefore, 

glgtEstab(s). If gEstab(s), then gs=s, and g-lgs=g-ls; that is, 

s=g-ls, so g-lEstab(s). Therefore, stab(s)~G. 
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Let H be a subgroup of a group G. Let G/H denote the set 

all left cosets of H in G; that is, G/H={gH/gEG}. We shall 

call G/H the left coset space of G relative to H. Note that 

G/H is not a group unless the subgroup H is normal in G. 

Bowever, G operates on the left coset space G/H in a natural 

way. The action of G on G/H is specified by g'(gH}=(g'g}H, 

where g'EG and gHEG/H. The orbit of the coset H=lH is given 

by 0e={gH/ geG}=G/H. Thus G operates transitively on G/H. The 

stabilizer of a coset gH is given by stab(gH}={g'EG/g'(gH}=gH} 

={g'EGlg-lg'gEH}. In particular stab(H)=H. 

Theorem 4.7: 

Let S be a G-set, and let SESe Then /Os/=[G:stab(s)). 

That is the order of the orbit of s is equal to the index of 

the stabilizer subgroup of s. 

Proof: 

We define a one-to-one map ~ from Os onto the left coset 

space G/stab(s}. Let slEDs. Then there exists gjEG such that 

Sl=glS. Define ~:Os"G/stab(s} as follows: .(sl}=glstab(s). 

First, we need to show that ~ is well defined; that is, it is 

independent of the choice of gjEG. Suppose that gf3=sl for some 

~ ~ ~Then gls=g,s,g;EG. so gl (gls}=gl and thus s=(gl g;}(s).(g;S), 

Therefore, gl-lg;Estab(s), so g;Estab(s}gl and glstab(s) 

=g,stab(s}. Thus the map. is well defined. To show the map 

• is one-to-one, suppose sl's;EO and .(sl}=~(s;). Then theres 

exist gl,g;EG such that sl=gls, s;=g;s, and g;Eglstab(s}. Then 
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gz=gjg for some gtistab(s), so sZ=g;s=gjg(s)=gj(gs)=g/s)=Sj' 

Thus # is one-to-one. Finally, we show that # is onto. Let 

gjstab(s) be an element in G/stab(s). Then if gjs=Sj' we have 

gjstab(s)=#(Sj)' Thus # is onto. Hence /Os/=/G/stab(s)/. By 

Lagrange's Theorem, /G/stab(s)/=/G///stab(s)/=[G:stab(s)). 

Corollary (Counting Formula): 

/G/=/stab(s)//Os/' 

To classify the symmetry groups of bounded sets in ~ and 

~, we need to establish some preliminary results. 

Lemma 4.8: 

Let E be either ~ or~. Let S={si/sitiE,i=l, ••• ,n} be a 

finite set of points of E, and let p be the center of gravity 

of 5, defined by p • ..! (Sl+,,,+su) , where the right side is 
n 

computed by vector addition. Let m be a rigid motion, and let 

si'=m(si) for all i and p'=m(p). Then pl• ..! (sf+... +s~); in other 
.D 

words, a rigid motion carries a center of gravity to a center
 

of gravity.
 

Proof:
 

Case 1: m is a translation, say m=~.
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Then p'=m(P)=p+a and si'=m(si')=si+a. Therefore, 

.! (8f+... +8~) • .! [(81.+a) +".+ (811+a)]n n 
1

• - (81+..•+8,,) +a n 
=p+a 
=p'. 

Case 2: m is a rotation or a reflection. 

Then m is a linear transformation; therefore, 

pl.m( ~ (S1 +,"+sG) ) 

• .! (m(sl) +.M+m(s,,) )
.D 

• .!(Bf+...+B~) • 
n 

Lemma 4.9 (Fixed Point Theorem): 

Let G be a finite subgroup of the group of rigid motions 

H(E). Then there is a point p in E such that for all gEe, 

g(p)=p; that is, G has a common fixed point. 

Proof: 

Note that E is a G-set. Let seE, and let 0s={g(sJ/geG} 

be the orbit of s. Note that G operates on Os transitively; 

that is, G wi 11 permute the el ements of os' Let p be the 
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center of gravi ty of the orbi t Os- Then p=~ E g(s). Let 
IV.I WEQ 

g'EG;	 then 

g/(p) _gl (llb~g(S») 

=.J-r ~ g'g(S)1°., gE(l 

.~ E g·(s) 
IV.I lI-fiQ 

-p. 

Corollary: 

The elements of a finite subgroup of OrE) have a common 

fixed point. 

We are now ready to state the main Theorem; Hermann Weyl 

[30] credits the discovery of this theorem, in essence, to 

Leonardo da Vinci, who wanted to determine the possible ways 

to attach chapels and niches to a central building without 

destroying the symmetry of the nucleus. 

Theorem 4.10: 

Let G be a fini te subgroup of the group 0(;) which fixes 

the origin. Then G is one of following groups: 

1.	 G=C
D

: the cyclic group of order n, generated by the 

rotation P" where 8=2~/n. 
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2.	 G=Dh : the dihedral group of order 2n, generated by two 

elements, the rotation P" where 8=2~/n, and a reflection 

o about a line through the origin. 

Proof: 

There are two cases to consider. 

Case	 1: All elements of G are rotations. 

We need to show G is cyclic in this case. If G={l,}, 

then G=C1• otherwise G contains a nontrivial rotation 

PI' Let 8 be the smallest positive angle of rotation 

among the el ements of G. Then G is generated by P,. Let 

P,Ea, where ~E.. Let n8 be the greatest integer multiple 

of 8 which is 1ess than ~, so that ~=n8+13, wi th O~I3<8. 

Since G is a group and since P"P,EG, p,=p,P.,l,cG. But 8 

is the smallest positive angle of rotation in G. 

Therefore /3=0 and ~=n8. Hence p,=p/. This shows thatI 

G is cyclic. Let n8 be the smallest multiple of 8 which 

is ~2~, so that 2~~n8<2~+8. Since 8 is the smallest 

positive angle of rotation in G, n8=2~. Thus 8=2~/n for 

some integer n. 

Case	 2 : G contains a reflection o. 

Let oEG be a reflection in a line through the origin. 

Let H be the subgroup of rotations in G. We can apply 

what has been proved in case 1 to the group H, to 

conclude that it is a cyclic group generated by P, (i.e., 

H=CD) • Then the 2n el ements of the set {p/' p/ol 
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O$i$n-l}, are in G. It is not hard to see that p:-lr' 

0 2 -lr and up,=p,·l u • Therefore, G contains the dihedral 

group DJ, generated by P, and u. We need to show in fact 

G=Dh • Now if gEG is a rotation, then gEH; hence g is 

one of the elements of Dh . If g is a reflection, then 

gu is a rotation because it is the product of two 

reflections. Therefore, gu=p/ for some k so that 

g=p/u·1=p/u since u2=1. Thus geDtf and hence G=DJ,. 

Corollary 1: 

Let G be a fini te subgroup of O(:k )" which fixes the 

point p. Then G is ei ther TpC, Tp-1 or TpDJ,Tp 
-1 

• 

Proof: 

Let ° be the oriqin. Note that T/O)=p. Then T •1GT/O)p

=T ·1G(P)=T -1(P)=o, hence T •1GT fixes the origin. Therefore,p p p p 
-1 -1 .. ·1by the theorem, Tp GTp=C, or Tp GTp=DJ" thus G lS el ther TpC,Tp 

·1 or T,DJ,Tp • 

Corollary 2: 

Let G be a finite subgroup of the Euclidean group H(:k). 

If coordinates are introduced suitably, then G becomes one of 

the groups c, or D!" where C, is generated by P" 8=2~/n and DJ, 

is generated by P, and a reflection u. 
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Since G is a finite subgroup of motions H(Jf), G has a 

p by Theorem 4.9. Then introducing a coordinate 

the origin at p, G is either CD or G=Dh . 
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Classification of the Pinite Subgroups of O(~) 

In this section, we turn to the classification of the 

finite subgroups of the orthogonal group of the 3-dimensional 

luclidean space O(~). 

First, we are going to show that the problem of 

classifying the finite subgroups of O(~) can be reduced to a 

9reat extent to the problem of classifying only the finite 

subgroups of the rotation group O#(~). 

Let a be a fini te subgroup of 0("). By Lemma 4.9, a has 

a fixed point p. Thus a contains only rotations and rotatory

inversions wi th axes through the point p. I f a consists 

entirely of rotations then a is a subgroup of O#(~). If not, 

a contains a rotatory-inversion, say, oEG. Let Pl,P1"" 'P, be 

all rotations in a, where P1 -1., . The set H={Pl' Pt' ••• , p,} is 

a subgroup of a, called the rotation subgroup of a. Consider 

the elements in a given by P10,PtO, ••• ,p,o. Clearly, P/' are 

rotatory-inversions for each i=l, 2, ... ,n. Also these elements 

are distinct. Moreover, any rotatory-inversion in a is one of 

these elements. To see this, let 0' be any rotatory-inversion 

in a. Then 0'0-1 is a rotation in a. Thus o'o-l=Pi for some 

l:si:sn. Hence 0 '=Pto. Thus a={Pl,pt' ••• ,p"p1o'Pf"'" ,p,o}. 

Hence the order of a, O(a)=2n and [a:H]=2, and hence H is a 

normal subgroup of a. There are two possibilities; either a 

contains the inversion ~. -1R1 EO or it does not. 
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'Case 1: If 'f. -l~ €G, then "'El/<J , so H",=H<J and we can write 

2 -1.G=HuH"" or G={Pj,Pt,··· 'PD'Pj""Pt""·· ·,PD"'}· Since -r and 

Pi"'="'Pi for all i, then K= {Pj , "'} forms a subgroup of G and 

G=HK. Moreover, H and K are normal subgroup in G and 

HflX={Pj}. Thus G is a direct product of Hand K: that is, 

G=HxK. 

Case 2: If 'f. -1~ f'G, then the description of G becomes a 

little more complicated. G={Pj,Pt,· .• 'PD'Pj<J,pf" • •• ,p.<J}. 

Note that Pi<J=(-Pi<J)(-l~)=(-Pi<J)"'=ti"" where -Pi<J=ti is a 

rotation. Hence G={Pj'Pt, ••• ,PD,tj""tt"" ••• ,tD",}. Claim: all 

the t i are different from all the Pj. Assume the contrary, 

namely, tj=Pj for some j. Then ti"'=Pj'" implies Pi<J=Pj"" thus 

pijpi<J='" and hence "'=Pj-jPj<JEG, a contradiction. Hence all the 

t j are different from all the Pi" 

Let d={Pj,Pt, ••• ,PD,tj,tt, ••• ,tD}. Then d is a subgroup of 

d(~) of order 2n with H={Pj' •• • ,p.} a normal subgroup of Gf of 

index 2. Conversely, if d={Pj,pt, ••• ,P"~ t j , tt, • •• , t D} is a 

subgroup of d(~) of order 2n with H={Pj' ••• ,P,} a normal 

subgroup of d of index 2, then G= {Pj' Pt' ••• ,P"~ t j "" tt"".··' t D",} 

is a fini te subgroup of O(~). Moreover, d is isomorphic to 

G. To show that Gf is isomorphic to G, define a map ,:G-d by 

'(Pi)=Pi for i=1,2, .•• ,n and ,(ti",)=ti for i=1,2, ••• ,n. Clearly 

, is one-to-one and onto. Thus it remains to show that, is 

a homomorphism. Let PjPj=Pk' then , (PiPj) =, (Pk)=Pk=PiPj 

='(Pi)'(Pj). Let t i ", and t j ", be two rotatory inversions in G. 
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Then the product (t j 'r) (t j'r) is a rotation, say (t j 'r) (t j'r)=t j ~t j 

=titj=Pk' ,((tj'r) (tj'r))='(Pk)=Pk' On the other hand, 

,(tj'r),(tj'r)=tjtj=Pk' Thus ,((tj'r)(tj'r))=,(tj'r),(tj'r). Finally 

'(Pi(tj'r))='(Pj(Pi"))='(Pko)=,(tk'r)=tk, On the other hand, 

'(Pj)'(Pj)= (Pj) (t j)=Pj(PjO ) =Pko=tk, Thus,(Pj(t j'r) )=,(Pi)'( t j'r). 

Therefore, , is an isomorphism and hence a-aI, Thus in this 

case, a is isomorphic to the rotation qroup aI, 

Thus we have proved the followinq theorem, 

Theorem 4.11: 

Let a be a fini te subgroup of 0("), and 1et H=and (.,) be 

the subqroup of rotations in a. Then there are exactly 3 

possibilities: 

1.	 a=H if and only if a is a subqroup of 0 1("), 

2.	 a is a direct product of the rotation subqroup H and the 

cyclic qroup K={laJ' -laJ} if and only if -laJE'G. 

3.	 a=Hv{t'r! tEal-H}-d, where 'r=-laJ and d is a finite 

rotation subqroup of 01(") containinq H with cal :H]=2, 

a is of this form if and only if a..H and -laJ lG. 

Remark: 

Note that a and al are as abstract qroups isomorphic, 

i.e., alqebraically they are the same. However, they are 

geometrically different since a has rotatory-inversions but al 

has only rotations. 
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From the theorem above, it follows that in order to find 

all fini te subgroup of O(~), we need only find all finite 

subgroups of O#(~) and look for all subgroup of these groups 

with index 2. Thus we turn now to the classification of all 

the finite subgroups of O#(~). The method given below for the 

classifications of finite subgroups of O#(~) is essentially 

due to Felix Klein [15]. Recently, Marjorie Senechal [27] 

extended Klein's method to include the classification of all 

finite subgroups of the orthogonal group O(~). 

Let G be a finite subgroup of O#(~). By Euler's Theorem 

3.17, every el ement g€G except the identi ty is a rotation 

about a unique line L. Let 5={x€~llx-x61=l} be the unit 

sphere with center at the common fixed point of G, namely x6' 

G acts on 5, for every g€G, gX€S for every X€S and g is 

completely determined by its action on the elements of 5 

because 5 contains a basis for~. Thus every gEG such that 

g"las fixes exactly two points of the unit sphere 5, namely 

the two antipodal points of the intersection snL. We call 

these points the poles of g. Thus we have the following 

definition. 
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Definition 4.8: 

Let G be a finite sub9roup of d(~}. A point p on S is 

a pol e if there exists an element gee such that g"l. and 

g(p}=p. 

Note that it is possible that the same point p€SnL may be 

a pole for more than one group element. 

Since the 9roup G is finite, the set of all poles of all 

elements g€G such that g"l. is a finite set of points on the 

sphere S; we denote this set by p. Next we are 90in9 to 

examine this set in 9reat detail. 

Lenma 4.12: 

The set of poles P is a G-set. That is, the set P is 

carried to itself by the action of G on the sphere. 

Proof: 

Let p€P, then l' is a pole for some element l .. "g€G. Let 

p be any element in G. We must show p(p}€P; that is, pep} is 

left fixed by some element P'€G where p,,.l... Let p'=pgp·l. 

Then p'(p(p}}=(pgp·l}(p(p}}=pg(p}=p(p} since g(p}=p; also 

pgp.l,.l. because if pgp·l=l. then pg=p and hence g=l.. , a 

contradiction. 
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Now we are going to apply the counting formula to the G

set P and show that the set of poles P has to be a 

particularly "nice" configuration of points. 

Lenma 4.13: 

Let G be a nontrivial finite subgroup of O+(~). Then the 

number of G-orbits of poles is either 2 or 3. 

Proof: 

Let 0(P)={01,02' ••• ,Oi} denote the distinct G-orbits of 

the set of poles P. We need to show that k=2 or 3. Choose a 

pole from each orbit, xiE0i' i=1,2, ••• ,k. For each xi' let 

stab(xi) be the stabilizer of xi' and let ri be the order of 

stab(xi). Since xi is a pole, the stabilizer stab(xi) contains 

an element besides the identity element 1. of G. Then ri~2 

for every i=1,2, ••• ,k. Let ni be the number of poles in the 

ith G-orbit Of. By the counting formula, rini=/G/ for 

i=1,2, .•• ,k. Each element gEG, where gill. has two poles; 

thus the total number of poles, counting repetition is 

2(/G/-1). The set of elements of G with a given xi is the 

stabilizer stab(xi) minus the identity element 1.; that is, 

(gEG/ g(xi)=xi}=stab(xi) -{1.}. Thus the pol e xi occurs as a 

pol e of an el ement gEG, when gill., (ci -1 )-times. Now if p and 

1" are in the same orbit then the stabilizers stab(p) and 

stab(p ') have the same order. To see this, we apply the 

counting formula, since p and p' are in the same orbit, then 
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0,=0", but Istab(pJI=laIIIO,I=laIIIO"I=lstab(p'J/. Since 

there are ni poles in the ith orbi t 0i' the total number of 

poles counting repeti tions is tn j (I.1-1). Thus 
1-1 

tnj (I j -1) -2(IGI-1) ... (1).
1-1 

By the counting formula, we have lal=nici' Dividing both sides 

of equation (1) by lal, we obtain 

2- 2 1 ) lGT =1-1t(1- I1 ••• ( 2 ) . 

Since a is nontrivial, the left side of equation (2) satisfies 

the inequality lS2-~<2. On the other hand, since ci~2, 

each term on the right hand side satisfies the inequality 

.1 Sl-...!.. <1. It follows form equation (2) that there can be 
2 r 1 

at most three orbits; because if the number of orbits k~4, 

then 2-~ =1~J1- :J~ ~ =2 hence ~$O and th'is is impossible. 

Thus the possible number of orbits are k=l, 2 or 3. If there 

is one orbit, then 2--y;:;r =1-- .. .1S2- 2 < is2 1 
2 lGf 1 which 

tGt r1 
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impossibl e because 2-Wr ~ 1. Hence the number of orbi ts is 

ei ther 2 or 3. 

Now we are going to examine these two possibi Ii ties 

separately. 

,.heorem 4.14: 

If G is a nontrivial finite subgroup of 0 1 (~) and if 

there are only two G-orbits of poles, then G is cyclic and is 

generated by a rotation through the angle 2~/n, where n=/G/. 

Proof: 

Let 0i' xi' ni' and ri' i=1,2, •.• ,k be as in the proof 

above. Then the equation 2 (IGI-l) • tnj (rj-l) becomes 
1-1 

2( /G/-l)=nlrl-l) +nlr1-1) 

=nlrl-nl+nlrl-nl 

=2/ G/- (nl+n1). 

Thus 2=n1+nl. Since nl and nl are posi ti ve integers, then 

nl=nl=l, and hence rl=rl=/G/ =n. This means that there are two 

pol es, XIE"0l and X1E"01' and the two pol es must I ie on a diameter 

of the sphere S , and hence the rotations in G are rotations 

about this diameter, say L. Thus by Theorem 3.18, G is a 

subgroup of d (;). Hence by Theorem 4.10, G is a cycl ic group 

generated by the rotation P, about L through the angle 2~/n. 
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Figure 4.4 

Next we consider the case when the number of G-orbi ts 

k=3. In this case, the situation is more complicated. 

Theorem 4.15: 

If G is a nontri vial subgroup of 0 1 (R') whose order is n</IO 

and if there are three G-orbits of poles, then G is one of the 

following groups: 

1. The dihedral group, D2( of the symmetry group of a 

regul ar r-gon. 

2. The group T of rotations of the tetrahedral symmetry 

group. 

3. The group 0 of rotations of a cube or regular octahedron 

symmetry group. 

4. The group I of rotations of a regular dodecahedron or a 

regular icosahedron symmetry group. 
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Proof: 

Let 0i' xi' ni' and ci' i=1,2, ••• ,k be as in the proof of 

the previous Lemma 4.13. When k=3, equation (2) of the Lemma 

4.13 becomes 2--J.r =t(1-...!..)=(1-...!..)J1-..!.)J1-..!.) and hence 
,GI .1-1 r.1 r 1 "\ r 2 "t r 3 

211 11+-=-+-+-. Without loss of generality assume that 
n r1 r 2 r 3 

ClSC1~CJ. If cJ~3, we would have ...!..+....!.+..!. s.!+.!+.! a:, and 
r 1 ra r 3 3 3 3 

this implies 1+~ sl hence ~ sO, a contradiction. Thus 

2~Cl<3 and hence cl=2. Now 1+~ =1. +...!. +...!... .!+~ = ...!.. +...!.. If 
n 2 r 2 r 3 2 n r2 r 3 

1 1 1 1 1. 1 2 1 
c~4, we would have -+- s-+- =-, then -+-s-" ..! sO, a 

r 2 r 3 " "2 2 n 2 n 

contradiction. Hence cl is 2 or 3. Thus there are four
 

possibilities:
 

Case 1: cJ=2, cl=2, cJ=n/2, n is even and n~4.
 

In this case, nJ=n/2, nl=n/2 and nJ=2. 

Case 2: cJ=2, cl=3, cJ=3. 

In this case, n=12, n J=6, n1=4 and nJ=4. 

Case 3: cJ=2, c1=3, cJ=4. 

In this case, n=24, nJ=12, nl=8 and nJ=6. 

Case 4: cJ=2, cl=3, cJ=5. 
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In this case, n=60, nl=30, n1=20 and nJ=12. 

These four cases are the only possibilities. For if r 1=2 and 

1 1 1 1 1
r~6, then -+-$-+-=-, which implies ~ $0, a 

r 2 r 3 3 6 2 n 

contradiction. 

Now we are going to consider each of these four cases in 

turn. 

Case 1: rl=r1=2 and rJ=r~3. 

Then n=2r. Since r J=n/2 then nJ=2 and hence there is one pair 

of poles {JCJ,JCJ'} making the G-orbit OJ' Thus every element 

pEG ei ther fixes JCJ and ItJ' or interchanges them. Hence the 

elements of G are rotation about the diameter D passing 

through the poles JCJ and JCJ', or else they are 180· rotation 

about a line D' perpendicular to D. Every rotation in the 

stabilizer stab(JCJ) fixes D, thus stab(JCJ) is a subgroup of 

d('~,D).d(;). Therefore, stab(JCJ) is a cyclic subgroup of 

order r generated by P" where 8=2~/r. Let JClEOl and consider 

the points X.l' P,(xl)' P/(JCl)"'" p/-l(JCl) on the sphere. We 

claim that they are distinct and they are the vertices of a 

regular r-gon. To see this, suppose P/(JCl)=P/(JCl)' where t>s. 

Then p/-s ( JCl)=xl' But JCJ and JCJ' are the onl y pol es which are 

left fixed by pi-a, and JCl cannot be JCJor JCJ' since 0lnol={l~). 

To see why these points are the vertices of a regular r-gon, 

recall that P, preserves distance, and thus d(JCl,P,(xl)) 

=d ( P, ( JC1) , p / ( JC1) ) = ... =d (p / -1 ( JC1) , JC1) . The ref 0 r e , 
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~,P8(xJ ) , ... ,P,r~ (XJ) are the vertices of a regul ar c-gon. 

Since G consists of 2c rotations each of which I eave the 

regular c-gon invariant, then G must be the symmetry group of 

the c-gon. Hence, G is the dihedral group Dft. 

X, 

Figure 4.5 

Case 2: cJ=2, c2=cJ=3 

Then G is a group of order 12. The orbi t of xJ consists of 

four points. Choose one, say u, and choose a generator p for 

the stab(xJ). Then the points u, p(u), p2(u) are distinct 

points of the sphere. Since p preserves distance, they are 

equidistant from xJ' and they are the vertices of an 

equilateral triangle; see the figure below. Note that the 

points xJ' p(u), and p2(u) are equidistant form u. Therefore, 

xJ' u, p(u), p2(u) are the vertices of a regular tetrahedron 

T, which is left invariant by the rotations of G. Since the 
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order of G is 12, it must be the rotational symmetry group of 

T. 

Figure 4.6 

Case 3: c1=2, c2=3, cJ=4. 

Then the order of G is 24. There are six points in the orbit 

of Je;- Choose one, say u, and let p generate stab(JeJ)' Then 

u, p(u), p2(u), and pJ(u) are equidistant from JeJ and are the 

vertices of a square. Also the points JeJ and JeJ' are 

equidistant from u. Therefore, JeJ, u, p(u), p2(u), pJ(u), JeJ 
, 

are the vertices of a regular octahedron 0 and 0 is left 

invariant by G, hence G is the rotational symmetry group of O. 
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Figure 4.7 

Case 4: rl=2, r 2=3, rJ=5. 

Then G is a group of order 60. There are 12 points in the 

orbit of xJ' Choose two, say u and v. If P is a generator of 

stab(xJ)' then u, p(u), p1(u), pJ(u), and pi(u) are all distinct 

and equidistant from xJ' and they are the vertices of a 

regular pentagon; see the figure below. Also v, p(v), p2(v), 

pJ(v), and pl(v) are all distinct and equidistant from xJ and 

form the vertices of a regular pentagon. The 12 points xJ' 

, 2) J I ) 1() JxJ' u, P ( u), p (u , p (u), p (u), v, p ( v , p v , p (v), and 

pl(v) are the vertices of a regular icosahedron I, and hence 

G is the rotational symmetry group of I. 
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Figure 4.8 

To complete the proof of the Theorem, it remains to show 

that the rotation group of a regular octahedron is also a 

rotation group of a cube; and the rotation group of a regular 

icosahedron is the also a rotation group of a regular 

dodecahedron. For this purpose we introduce the concept of 

dual polyhedron. Given a polyhedron, we can construct its 

dual polyhedron as follows: The vertices of the dual are the 

centers of the faces of the original polyhedron. Two centers 

are joined by an edge if the corresponding faces meet in an 

edge. The dual of a platonic solid is again a platonic solid. 

I f this process in done twice one recovers the original 

platonic solid (or smaller version of it). The dual of a 

tetrahedron is a tetrahedron; the dual of the regular 

octahedron is a cube; and the dual of an icosahedron is a 

dodecahedron. Since any symmetry of a platonic solid will 
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induce a symmetry on its corresponding dual and vice versa, 

the proof is complete. 

Summarizing these results, we find that any finite 

subgroup of o'(~) is one of the groups in the list below: 

1 e" a cycl ic group of order n generated by a rotation 

through an angle 2",/n, n=l,2, .•. ; e,-z,. 
2 Dft, a dihedral group of order 2r generated by a rotation 

through an angle 2",/r, r=1,2, ••. and 180· rotations. 

3 T, the rotational symmetry group of a tetrahedron; T-A,. 

4 0, the rotational symmetry group of a cube or an 

octahedron; 0-5,. 

5 I, the rotational symmetry group of an icosahedron or a 

dodecahedron; I-AS. 

As an immediate consequence of this result and Theorem 4.11, 

we can give a complete list of all possible finite subgroup of 

o(~). In the theorem below, we are going to use the same 

symbols as in Theorem 4.11. Let G be a finite subgroup of 

0("), and let H=GnO' ("), K={l.,,-l.,J, and T=-l.,. Also, d is 

a finite rotation subgroup of O(~) containing H with [d :H}=2. 

Theorem 4.16: 

If G is a finite subgroup of 0(") then G is one of the 

groups in the following two tables. 
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Table 4.3 

if G contains t'= -1. 

H G Order of G 
/G/=2/H/ 

Remarks 

1 C, 2XK or 
'RUt'C" 

2n G-Ch (if n is odd) 
G-DJ (i f n=2) 

2 D2, D2,xK or 
D,,,ut'D,. 

4n G-DU2,) if n is odd, nfl1 

3 '1' '1'xK or 
'1'ut''1' 

24 G is not the complete 
symmetry group of tetrahedron 

4 0 OxK or 
Out'O 

48 Complete symmetry group of 
octahedron 

5 I IxK or 
Iut'I 

120 Complete symmetry group of 
icosahedron 

Table 4.4 

if G does not contain t'=-1. 

H G'=HuIf G-o~ Order of G 

CIt n=l, 2, .•• C,,, C,,, 2n 

CIt n=2, 3, ... D,,, D,,, 2n 

D,,, n=l, 2, ••• DJ" DJ" 4n 

T 0 0 24 
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Table 4.3 

if G contains t'=-la:s 

H G Order Or' G
/G/=2/H 

Remarks 

1 CD 2XK or 
.•ut'C.. 

2n G-Ch (if n is odd) 
G-DJ (if n=2) 

2 D2D D2DxK or 
D,..ut'D,. 

4n G-D2(2D) if n is odd, nfll 

3 'l' 'l'xK or 
'l'Ut''l' 

24 G is not the complete 
symmetry group of tetrahedron 

4 0 OxK or 
Out'O 

48 Complete symmetry group of 
octahedron 

5 I IxK or 
Iut'I 

120 Complete symmetry group of 
icosahedron 

Table 4.4 

if G does not contain t'=-1R3 

H GI=Hu~ G-01 Order of G 

C" n=l, 2, ... C,,, C", 2n 

C" n=2,3, ••• D,.. D,.. 2n 

D'fI n=l, 2, ... DJfI DJ" 4n 

'l' 0 0 24 
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CHAPTER 5 

Applications 

Geometric groups playa very important role in science, 

in particular, in physics and chemistry and their importance 

continue to grow rapidl y. In this chapter, we confine our 

sel ves wi th two appl ications. First, we use the rotation 

group of a 2-dimensional Eucl idean space to develop pI ane 

trigonometry. Second, we use the finite symmetric groups of 

O(~) and O(~) via P6lya' s enumeration theory to isomer 

enumeration. 

5.1 Plane Trigonometry 

Elementary courses in plane trigonometry are concerned 

wi th the study of the six trigonometric functions sine, 

cosine, tangent, cosecant, secant, and cotangent. These six 

trigonometric functions are defined ei ther for angl es (or 

their measurement) or as circular functions via the winding 

function. In Chapter 2, we have shown that every rotation of 

a Euclidean plane E is completely determined by the angle of 

rotation around the origin. In this section, we are going to 

demonstrate how the six trigonometric functions can be defined 

as functions from the rotation group Of (E) to the field of 

real numbers ., where E is a 2-dimensional real Eucl idean 

pI ane. Moreover, we are going to demonstrate how this 

approach to trigonometry makes the derivations of the 
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properties of the trigonometric functions natural and straight 

forward. Throughout the discussion, a comparison between the 

results we obtain using the rotation group and the 

corresponding classical ones will be made. 

First we need the following lemma. 

Lemma 5.1: 

Let el and e2 be two uni t vectors in E. Then there exists 

a unique element pEd(E) such that p(el)=er 

Proof: 

If el and e2 are I inearl y dependent then e2=rel' where 

r=:tl. If r=l, let p=ll' then p(el)=e2' If r=-l, let p=-ll' 

then -llel)=ll-el)=-el=e2' Clearly p in both cases is unique. 

On the other hand, if ~ and e2 are linearly independent then 

S={el , e2} is a basis for E. Define p:E"E by p(el)=e2 and 

p(e2)=eEE, e being a nonzero vector. Thus it remains to show 

that p is unique. Let p'EOI(E) where p'(el)=e2. 

Then p (e2) =p (p , (el)) 

=p'(p(el)) (since OI(E) is commutative) 

=p'(e2)· 

Thus p(el)=p'(el) and p(e2)=p'(e2)' But since {el,e2} is a 

basis for E then p=p'. 
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Corollary: 

Let A and B be nonzero vectors in E, then there exists a 

unique rotation oEd(E) such that u(A)=cB for some positive 

scal ar c. 

Proof: 

Since A and B are nonzero vectors, than ~I and 1;1 are 

unit vectors, and by Lemma 5.1, there exists a unique element 

UEd(E) such that o( ~I)· 1;1 and hence o (A) =WB. 

We begin by defining the cosine function as a function 

whose domain is the rotation group OI(E) and range a subset of 

the field of real numbers R. 

cos:d (E)~R. 

The definition is based on the following lemma. 

Lemma 5.2: 

Let p be any rotation of E, and let A and B be any two 

(A, P (A) > = (B, P (B) >. nonzero elements in E. Then That is,
1A12 IBI2 

the scal ar (A, p (A) > is the same for all nonzero vectors AEE. 
1A12 
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Proof: 

By the corollary above, let C€OI(E) be such that c(A)=cB 

for a nonzero scalar c. Then 

<A, p (A» .. <0 (A) ,0 (p (A») (since c is an isometry)
1A12 10 (A) 12 

• <o(A),p(o(A») (since deE) is commutative) 
210 (A) 1

•	 <CB,p(cB» (since c(A)=cB)
IcBI2 

=c 
2 
<B, P (B» (since < , > is bilinear) 
c2 1BI2 

.. <B, P (B) ) 

IBI2 

Definition 5.1: 

The cosine of a rotation p of E is defined by 

cos p = <A, P(A) > 
1A12 

where A is any nonzero vector of E. 

As an immediate consequence of this definition, we have 

Theorem 5.3: 

1. cosp=O if and only if A is orthogonal to prAY for a 

nonzero vector A€E. 
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2. coslr1. 

3. cos(-l,)=-l. 

The corresponding results for angles are: 

1'. cos(1C/2)=O. 

2' . cosO=l. 

3'. cos1C=-l. 

Theorem 5.4: 

For any PEO+(E), cos(p·l)=cosp. 

Proof: 

Let A be any nonzero vector of E. Since pEO+(E), then 

p·1EO+(E). <A,p·l(A»=<p(A),p(p·l(A))>. Thus 

<A, p-l (A) > = <p (A) ,A> and this imp I ies cos (p·l ) =cos (p). 
1A12 1A12 

The corresponding resul t in terms of angl es is 

cos(-a)=cosa; that is, cos is an even function. Note that if 

p is a rotation represented by the angle a then p~ is the 

rotation represented by the angle -a. 

Let pEd(E). Then -p denotes the composition -If/JPEd(E). 

Theorem 5.5: 

Let AEE be a nonzero vector. Then 
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cos(-p) • <A, -p (A) > 
IAla 

=<A, (-lsop) (A» 

IAla 

=<A, p (-l s (A» > (since 0+ (E) is commutative) 
1A12 

= <A, P (-A) > 
1A12 

=<A, (-l)p(A» (since p is a linear transformation)
IAr 

_( <A, p (A) » =-cosp. 
= 1A12 

If P is a rotation represented by the angle a, then the 

rotation -p is represented by the angle x+a; see the figure 

below. 

p (A) 

A-A 

-p(~) 

Figure 5.1 
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Thus in terms of angles, the above theorem states cos(~+~) 

=-cos~. 

Corollary: 

cos(_p'l )=-cosp. 

In terms of angles, this states cos(~-~)=-cos~. 

We know from linear algebra if A and B are nonzero 

vectors in an inner product space v, then the angle 8 between 

A and B is obtained from case- ~i~' Now we need to examine 

this	 result in terms of rotations. 

Let A and B be nonzero vectors in E. Then by the 

corollary to Lemma 5.1, there exists a unique rotation p€Of(E) 

such that p(A)=cB for some positive scalar c. Thus the 

"angl en between A and B is the angl e represented by the 

rotation p. 

cosp. <A, p (A) >• <A, cB> = c<A, B> 
1A12 1A12 1A12 

Since p(A)=cB 

IAI =v'IAf =.J<A, A> =.J<p (A) , p (A) > 
=,J<CB, cS> -Jc2 <B, B> - c./<B, B> 
=ciBI. 

<A,B>
Thus	 cosp. 1A11B1' 
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The next theorem is in part a restatement of Lemma 2.7. 

Theorem 5.6: 

Let	 p€d(E), and let [P]B.[~:] be the matrix of p 

relative to an orthonormal basis B={e1,e1}' Then 

1.	 a=d=cosp. 

2.	 b1=d=1-cos1p. 

3.	 c=-b. 

Proof: 

1.	 p(e1)=ae1+ber Since e1 is a nonzero unit vector in E, 

then
 

<e,p(e»

cosp - 1 1 - <81 , a81 +be2>=a<81 , 8 1>-a. 

lell~ 

Similarly if e1 is used to compute cosp, we obtain cosp=d 

and thus a=d=cosp. 

2.	 Since /p(e1)/=/p(e1)/=1, then a1+d=1 and b1+d1=1, and this 

implies c1=1-a1=1-cos1p and b1=1-cos1p. 

3.	 (p(e1),pe1)} is an orthonormal set. Thus p(e1)€<p(e1)~' 

but dim«p(e1».J)=1 and (-c,a)€<p(e1».J.. Thus 

p(e1)=r(-c,a)=(-rc,ra) for some scalar r. But 

/p(e1)/=/p(e1)/=1 implies a1+d=1 and ;a1+;d=1, and thus 

r=xl. p(e1)=(b,d)=x(-c,a) implies b=xc and d=xa. Since 

p€d(E), then detp=ac-bd=cos1p-bc=1, and this impl ies 

135
 



-be=1-eos2p=c! (by part 2). If e,-O then -b=e, and if e=O 

then since b=ze, we have b=O. 

Remark: 

The scalars a and leI do not depend on the choice of 

basis b={el,e2} for E. That is, the a and leI are unique for 

a given rotation PEd(E). In fact, a=eosp and lel=-Il-cos2p. 

Corollary: 

If pE01(E) then -lseospsl. 

Proof: 

By Theorem 5.6 (2), we know l-eos2p is a square. Thus 

l-eos2p~O and this is equivalent to -lseospsl. 

Our next objective is to define the sine of a rotation p. 

Of course, we want the identity sin2p+eos2p=1 to hold for any 

1pE0 (E). The identity sin2p+eos2p=l is equi va I ent to 

sin2p=1-eos2p. We know from Theorem 5.6 , that l-eos2p is the 

square of a scalar b; however, the trouble is that l-eos2p is 

also the square of -b. The question is should we define 

sinp=b or sinp=-b? The choice depends on the "orientation" of 

E. 

Now we are going to develop the concept of orientation in 

a vector space V. Let B={e1,e2, ••• ,e } and B'={el',e;', ••. ,e '}o o

be two bases for a real vector space V. Let p= (Pij) be the 
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transi tion matrix from B to B'. Recall that Pij is given by 

ei- tejPj.1' Also the matrix P is unique and invertible, and 
j-1 

thus det(P),tO. 

Definition 5.2: 

The two bases Band B' of V are said to be similarly 

oriented (or have the same orientation) if det(P»O and they 

are said to have opposite orientation if det(P)<O. If Band 

B' have the same orientation, we denote this by B-B'; 

otherwise we denote this by BfB'. 

The proof of the next theorem is straightforward. 

'J.'heorem 5.7: 

The relation - is an equivalence relation on the set of 

all bases of a vector space V. 

Since - is an equivalence relation on the set of bases 

for V, it parti tions the bases for V into two equi val ence 

classes. To "orient" a vector space V means to decide which 

class is designated as the positively oriented class and which 

class the negatively oriented one. More precisely, we have 

the following definition. 
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Definition 5.3: 

An oriented vector space is a vector space V where one 

basis (and hence the whole class) is designated as being 

positively oriented. 

In the case of the 2-dimensional real vector space Jr, 
the space is oriented so that the standard basis {(l,O),(O,l)} 

has a positive orientation. Note that if {e1 ,ea } has the same 

orientation as ·{(l,O), (O,l)} then e1 can be rotated about the 

origin to coincide wi th e2 in a counterclockwise direction 

through an angle 8 with measure such that O<8<1C. This 

observation leads to the following definition. 

Definition 5.4: 

Let p be a rotation in OI(E) where p~~l" and let A be a 

nonzero vector. p is called a counterclockwise rotation if 

(A,p(A)} is positively oriented and p is called a clockwise 

rotation if (A,p(A)} is negatively oriented. 

Theorem 5.8: 

Let pEd (E) when prt:t1,. If A is a nonzero vector of E, the 

vectors A and peA) are linearly independent. Further, the 

orientation of (A,p(A)} is the same for all nonzero vectors 

AEE. 
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Proof: 

Assume that AEE and A~O but (A,p(A)} is linearly 

dependent. Then p(A)=cA for some scalar c. Thus /p(A)/=/A/ 

implies cf/A/2=/A/2. Since /A/2~O, then c=~l, and hence p=~l, 

contrary to the hypothesis. 

Let A and B be nonzero vectors in E. We need to show 

that (A,p(A)} and (B,p(B)} have the same orientation. By the 

corollary to the Lenuna 5.1, there exists a unique rotation 

uEO#(E) such that u(A)=cB for some scalar c. Let [u}, be the 

matrix of u relative to the basis (A,p(A)}. Thus 

[U(A),u(p(A))}=[A,p(A)}[u}a' Since u is a rotation, det[u},=l. 

[u(A),u(p(A))}=[u(A),p(u(A))} since O#(E) is conunutative 

=[cB,p(cB)} 

=[cB, cp(B)} 

=cf[B,p(B)}. 

Thus l/cf[a(A),a(p(A))}=[B,p(B)}, or [B,p(B)} 

1 
=[c -1 a (A) , c -1 ( a (p (A) ) }=[A, P(A) } C- 0 I[ a}a'

[ o 0-1 

Since det~C-1 0 ][al Jt)=(c-1/>o, it follows that (A,p(A)} andU0 0-1 

(B,p(B)} have the same orientation. 

Now we are in a posi tion to define the sine function 

sin:d(E) ••. Recall that we want the identity sin2p=1-cos2p to 

hold for all rotations p. Since cosl,=l and cos(-l,)=-l, we 
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define sinl,=sin(-ll}=O. If prlrl1, l-cos2p is a nonzero square 

real number. As usual .Jl-COS2p denotes the posi ti ve real 

number b such that b2=1-cos2p. 

Definition 5.5: 

Let p€d (E). The sine of the rotation p is defined as 

.Jl-COS2p if P is a counterclocbise rotation 
follows: sinp = -.J~-COS2p if p is a clockwise rotation{ if p=:tl•. 

Note that the definition of sinp does not depend on the choice 

of a basis for E. It depends only on the orientation of p. 

Theorem 5.9: 

Let PEOI (E). Then 

1. sin(p~}=-sinp. 

2. sin(-p}=-sinp. 

Proof: 

1. Clearly if P=r1l' then sin(p·J}=O, and the identity 

holds. If prl:tl1, then the rotations p and p-J have opposite 

orientations. To see this, let A be a nonzero vector in E. 

Then by Theorem 5.8, B={A,p(A}} is a basis of E. Let 

-J fP l P2] . -J. .
P= [ P 18=~ 1)4 be the matr1x of p relat1ve to the bas1s B. 

Since p·J€OI(E}, then det(P}=l. (p-J(A},p-J(p(A}}=(A,p(A}}P, from 
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which it follows that (p -1 (A),A)=(A,p(A))P=(A,p(A)) [PI P2] • 
P3 PI. 

P2 PI] . [P2 PI]Hence (A,p-1(A)) S1nce det =-1<0, it=(A,p(A)) p. P3 .! PI. P3 

follows that (A,p(A)} and (A,p-1(A)} have opposite 

orientations. Therefore, p and p.1 have opposi te orientations. 

Wi thout loss of general i ty, we may assume p is a 

counterclockwise rotation, and hence p·1 is a clockwise 

rotation. Since p is a counterclockwise rotation, 

sinP"'~1-cos2p, and since p·1 is a clockwise rotation, sinp·l 

=-~1-cosap-l=_~1-COS2p; since by Theorem 5.4, cosp·1=cosp. 

Thus sinp~=-sinp. 

2. The proof is similar to part 1. 

Theorem 5.10: 

Let A~O be a vector in E. Then there exists a unique 

counterclockwise rotation peOf(E) such that the vectors A and 

prAY are orthogonal. The rotation p is called the rr 90· 

rotation rr 
• In this case, sinp=l. 

Proof: 

Let B be a vector in E orthogonal to A. Then by the 

corollary to Lemma 5.1, there exists a unique rotation CeOf(E) 
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such that ,,(A)=cB, where CrlO is a scalar. Hence, B= 2.0 (A) • 
c 

Since A and B are orthogonal, then O=<A,B>=<A, 2. 0 (A) > 
c 

=1.<A,,,(A». Thus <A,,,(A»=O and hence cos"=O. If" is a c 

counterclockwise rotation, we take ,,=p. If" is a clockwise 

rotation then ,,~ is a counterclockwise rotation and " 

1(:!A)=B. O=<A,B>=<A, ,,-1 (1. A» =-<A,,,-1)>. ThusMoreover, 1 (A
c c c 

<A, ,,-1 (A»=O and hence cos,,-1=0. In this case, we take p=,,-1. 

In either case, sinp=l. 

Corollary: 

There exists a unique clockwise rotation t' such that A is 

orthogonal to t'(A) for all vectors A€E. We call t' the "270· 

rotation", and sint'=-l. 

Proof: 

Take t'=p·1, where p is the unique "90· rotation" of 

Theorem 5.10. 

In Theorem 5.6, we have shown if peol(E) and B={e1,et} is 

an orthonormal basis of E, then the matrix of p relative to B 

_[eosp -c 1, whereis given by c is a scalar and[pJ,- c eosp 
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/ c/ =.Jl-COS2p • Thus if the basis B={el,ezl is positively 

oriented, then c=sinp; if B={el' ezl is negatively oriented, 

c=-sinp. Thus we have proved the following theorem. 

Theorem 5.11: 

Let p be a rotation of E, and let B={el' ezl be an 

orthonormal basis of E. Then the matrix of p relative to B 

has one of the following forms: 

1. [p],=lc~sp -Sinp] if and only if B is positively oriented.
sl.np cosp 

2. [P],=[coiSP Sinp
] if and only if B is negatively oriented. 

-s np cosp 

Now we are going to establish the formulas that 

correspond to the usual sum and difference of angles formulas 

in classical trigonometry. For the angles Q and 13, these 

formulas are: 

1. cos(u+P)=cosucosp-sinusinp. 

2. sin(u+p)=sinucosp+cosusinp. 

3. cos(u-P)=cosucosp+sinusinp. 

4. sin(u-p)=sinucosp-cosusinp.
 

Note that if an angle Q represents the rotation p and an angle
 

13 represents the rotation 0, then the angle Q+P represents the
 

rotation po and the angle Q-p represents the rotation po~.
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Theorem 5.12: 

If p and UEO#(E), then 

1. cospa=cospcosa-sinpsina. 

2. sinpa=sinpcosa+cospsina. 

Proof: 

Let B={e1,e2} be a positively oriented basis of E. From 

Theorem 5.11, it follows that [
cosp -sinp]

[p],= sinp cosp 
and [U], 

cosa -sinal . . .= . . Thus the matr1x of the rotat1on pu relat1ve to[sJ.na cosa 

the basis B is given by: 

[ a] =[ ] [a] =[cosp -sinp][cosa -Sinal 
P B P B B sinp cosp sina cosa 

_[cosp cosa - sinp sina -cosp sina - sinp cosa]. 
cosp sina +sinp cosa cosp cosa - sinp sina 

. [cos (pa) -Sin(pa)] .
S1nce [pu],= i () ()' th1s proves the two formulas. s n pa cos pa 

Corollary: 

The following identities hold for any rotation p,UEO#(E). 

1. cospa~=cospcosa+sinpsina. 

2 . COSp2 =cos2p - sin2p . 

3. cos2p =.! (1+cosp2) . 
2 
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4. sinpo-l=sinpcoso-cospsino. 

5. Sinp2=2sinpcosp. 

6. sin2p. ~ (1-cosp2) . 

The proof of the corollary is straightforward. 

Here, we stop and leave to the reader to define the other four 

trigonometric functions, tangent, cosecant, secant, and 

cotangent, and to develop the remainder of trigonometry. Our 

objective in this section was not only to demonstrate how the 

group structure of the rotation group OI(E) simplifies the 

derivation of various trigonometric formulas but it makes the 

study of trigonometry more attractive and general. 

Before we close this section, we need to make a final 

comment concerning the relationship between orientation of an 

n-dimensional real Euclidean space E and the rotations and 

reflections of E. 

In the 2-dimensional Euclidean plane ~, we are 

accustomed to the fact that rotations of the plane "preserve 

orientation" and reflections of the plane about a line 

"reverse orientation". That is, if A=..ABC is a directed 

triangle in ~ and p is a rotation of ~, then its image under 

p is the directed triangle A '="p(A)p(B)p(C) which agrees with 

A in orientation (see the Figure 5.2 below). 
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then the image of the triangl e ~ under 0 is the directed 

On the other hand, if 0 is a reflection of ~ about line L, 

inwith ~ 

..... 

" , 
" " c 

which disagrees 
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orientation (see Figure 5.3 below). 



In general, it turns out any rotation of an n-dimensional 

Euclidean space E preserves orientation and any reflection of 

E reverses orientation. For this reason, rotations of E are 

sometimes call ed orientation-preserving (di rect or proper) 

isometries, and ref I ections of E are call ed orientation-

reversing (opposite or improper) isometries. 

Theorem 5.13: 

Let E be an n-dimensional real Eucl idean space. Let 

B={el' e2' ••• , e1J} be a basis for E. If P is a rotation of E, 

then the bases Band B'={p(el),p(e2)"" ,p(e1J )} have the same 

orientation. On the other hand, if u is a reflection of E, 

then B and B ' ={ u ( e1) , u ( e2) , ••• , u ( eD) } have opposite 

orientation. That is, rotations of E preserve orientation 

while reflections reverse orientation. 

Proof: 

Let p be a rotation of E, and let P=[P]8 be the matrix of 

p relative to the basis B. Then p(ej ) -EPjjej for j=1,2, .•• ,n. 
1. 

Thus, B'=[p(el)p(e2)" .p(e1J )]=[e1e2" .e,]P. But p is a rotation 

of E; thus, det(P)=l>O, and hence Band B' have the same 

orientation. On the other hand, if u is a reflection of E, 

then det(P')=-l<O, where P'=[u]8' Thus, Band B' have 

opposite orientation. 
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5.2 Isomer Enumeration and P61ya's Theorem 

In this section, we are going to see how the finite 

symmetry groups of bounded sets in ~ and ~ are employed via 

P6lya's Theorem of Enumeration to the study of the chemical 

enumeration problem. In particular, we will be interested in 

the study of the enumeration of isomers in organic chemistry. 

Chemical isomers are compounds having the same chemical (or 

molecular) formula, but different in their physical and 

chemical properties. These isomers remain stable for periods 

of time that are long in comparison with those during which 

measurements of their properties are made. The existence of 

isomers may be explained by assuming that the atoms in a 

molecule are arranged in a definite manner, i.e., two 

different isomers with the same chemical formula would have 

different arrangement of their atoms. To distinguish 

different isomers of the same chemical formula, chemists use 

what is called structural formulae or bond-diagram to 

represent the arrangement of the atoms in the molecules of 

these isomers. For example, dibromobenzene, C,H4Br2' has three 

isomers and their structural formulae are given below. 

Br Br Br 
I I 

H-C/c~ H-C/C~C-H H-C/~~-H-<::::C-Br
II . I II . I II I 

H-C r7C-H H-C ~C-Br H-C ;~C-H 
........\,:;;.-' ....... c:;;.-'
'l.... I I 

H BrH 

ortho-dibromobenzene meta-dibromobenzene para-dibromobenzene 
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Another example, propyl alcohol alcohol C3H70H has two 

isomers, and their structural formulae are given below. 

HHHH H H 
I I II I I H-C-C-C-HH-C-C-C-O-H I I II I I H 0 HH H H 

I 
H 

n-propyl alcohol z-propyl alcohol 

Traditionally, isomers have been classified as either 

structural isomers or stereoisomers. Structural (or 

constitutional) isomers differ in their structures; that is, 

in the manner the atoms are bonded in the molecule. 

Stereoisomers have identical structure but differ in 

configuration or conformation; that is, they differ only in 

the way the atoms are oriented in space but are I ike one 

another with respect to which atoms are joined to which other 

atoms. In other words, stereoisomers differ in the spatial 

architecture of the molecule. 

There are a number of methods avai I abl e for isomer 

enumerations [4], [7], and [29]. In this paper the 
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enumeration methods of Burnside and P6lya-Redfield wi 11 be 

presented. 

In this section, we are going to find the number of 

(theoretically) possible derivatives or isomers of chemical 

compounds. The first serious attempts at isomer enumeration 

by chemists were made over 100 years ago. Most of the early 

work on isomer enumeration was done on what are known as 

homologous series. These are series of chemical compounds 

which can be represented by one general formula such as 

alkanes (formally known as paraffins) whose molecular formula 

is C.H 211+2 and aliphatic alcohols C The best known earlyIIH2I1UOH. 

organic chemists to undertake such a study, were Berzelius, 

Couper, Vaflt Hoff, Korner, Butlerov, Kekulfl, Blair, and Henze. 

Among the first mathematicians to study this problem was 

Arthur Cayley who studied the problem over a 20-years period 

beginning in 1874. In 1937, [23] ([23] is an English 

translation of the 1937 paper), the Hungarian mathematician 

George P61ya presented to the combinatorial world a powerful 

theorem that can be applie4 to solve a wide range of counting 

or enumeration problems. In particular, P6lya's results had 

a profound inf 1uence on the enumeration of the chemical 

isomers. Ten years before P6lya published his paper many of 

the important aspects of P6lya's results were anticipated by 

J. H. Redfield [25]. Unfortunately, Redfield's paper went 

unnoticed until the 1960's. 
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We now turn to the problem of chemical enumeration. The 

general probl em of chemical enumeration can be stated as 

follows: given the number of atoms of each kind that occur in 

a molecule, determine the corresponding number of possible 

molecules, either as structural isomers or stereoisomers. In 

this general form the problem does not seem to admit any 

useful practical solutions [4]. For this reason, we are 

going to restrict oursel f to compounds which have a common 

basic structure called the frame of the molecule. Thus given 

a frame of a molecule, and a set A of atoms (or radicals), 

attaching to each atom which, in the frame, has less than its 

proper valency, enough atoms form A to bring its valency up to 

the correct val ue. The probl em is to determine how many 

isomers or substituted compounds there are. 

Let us illustrate the problem with an example. 

Example 1: 

Let us consider the class of chemical compounds obtained 

from the benzene ring by attaching atoms X and Y in place of 

the six hydrogen atoms to the carbon ring. Here we assume 

that X and Y each has a valency of one. The problem we are 

interested in solving is how many different molecules can be 

obtained in this way? Altogether, there are 2f possibilities 

to attach either X or Yatoms to the carbon ring. But many of 
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the resulting arrangements (or configurations) of atoms in a 

molecule represent the same chemical compound. 

In order to solve this problem and other similar 

problems, we need to formulate the problem mathematically. 

First, note that each attachment of atoms X or Y to the carbon 

ring can be regarded as a function from the vertices of a 

regular hexagon (i.e., the carbon ring) to the set A={X,Y} 

consisting of the atoms X and Y. For example, the functions f, 

g, and h: {l,2,3,4,5,6}~{X,Y} defined by: f(1)=f(3)=X, 

f(2)=f(4)=f(5)=f(6)=Y, g(4)=g(6)=X, g(1)=g(2)=g(3)=g(5)=Y, 

h(1)=h(5)=h(6)=X, h(2)=h(3)=h(4)=Y. 

x l x 

y- J... .y >< .... ~'r )( ,-~'r 

x 'r~'r x~'r 

+ )( '( 

Function f Function g Function h 

Thus the number of chemical compounds that can be obtained is 

equal to the number of different functions from {l,2,3,4,5,6} 

to A={X,Y). There are a total of 2$ such functions, but many 

of them represent the same chemical compound. For example, 
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II 

the functions f and g above represent the same chemical 

compound since the function g can be obtained from the 

function f by a rotation of the carbon ring. In fact, let 

=(1 23456) be the permutation representation of the
456123 

rotation through 180· about the center of the carbon ring, 

then f(a(k))=g(k) for every k=1,2,3,4,5,6. On the other hand, 

f and h represent different compounds because for any rotation 

or reflection of" the hexagon 0, we have f(o(k))~h(k) for some 

k=1,2, ... ,6. Thus the symmetry of the hexagon completely 

determines the parti tion of the 26 functions into disjoint 

classes, where the functions in the same class represent the 

same compound. In general the symmetry group of a given frame 

of a molecule acts as a permutation group on the vertices (or 

on the set of atoms) in the frame of the molecule. Thus we 

can general i ze the exampl e as follows: given a frame of a 

molecule whose set of atoms is D, let G be a permutation group 

of D. Let A be the set of a toms to be attached to the 

vertices of the frame to bring its val ency to the correct 

value. Let f be a function from D into A, that is; f:D..A. In 

this context, the functions f denotes an attachment of atoms 

from A to the frame. Thus two functions f,g:D..A represent the 

same chemical compound if and only if there exists a 

permutation a€G such that f(a(x))=g(x) for every XED. In this 

case, we wri te f-g. Clearly this define an equivalence 
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relation on the set of all function {f:D-A} or equivalently 

this determines when two functions represent the same chemical 

compound. Thus the problem we are concerned with here is that 

of counting the number of equivalence classes of this 

relation. Mathematically the problem can be stated as 

follows: given a group of permutations G on a finite set D, 

and a finite set A, let D={f:D-A} be the set of all functions 

from D into A. Define a G-equivalence relation - on D by: f-g 

if and only if there exists a permutation 1CEG such that to1C=g, 

for every f, gED. Let D/- be the set of all G-equivalence 

classes. The problem is to develop a formula for counting the 

number of G-equivalence classes D/-. Clearly G-equivalence is 

an equivalence relation on the set D. 

Lenna 5.14: 

D is a G-set where the G action is given by 1C (f) =fo £1 for 

every 1CEG and fED. 

Proof: 

Let 1C1'''2EG, and let fEn. Let e be the identity of G. 

Then e(f)=fo e-1=fe=f. Also ("11C2) (f)=fo (1C1"2r1=to (1C2-11C1-1) 

=(fo1C/1)01C1-1=(1Cl) (1C;(f)). Therefore, D is a G-set. 

Corollary: 

The G-orbit of an element fEn is the G-equivalence class 

of f. 
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Thus the number of a-equivalence classes in D is equal to the 

number of a-orbits of Q. 

Theorem 5.15 (Burnside's Lemma): 

Let a be a finite group, and let S be a finite a-set. 

Then the number of a-orbits is equal to 

1
lGf~IFix(g) I 

where Fix(g) denotes the set of elements in S that are left 

fixed (or invariant) by g; that is, Fix(g)={S€S/g(s)=s}. 

Proof: 

The idea of the proof is to count, in two different ways, 

the number of ordered pairs (g,s) satisfying g(s)=s, where gEe 

and S€S, that is; we want to compute the cardinality of the 

set {(g,s)/gEG, S€S, and g(s)=s) in two different ways and 

equate the results. On one hand, we have 

I{ (g, s) Ig€G, scS, andg(s) as} I- E IFlx(g) I . 
gEQ 

On the other hand, since stab(s)={g€a/g(s)=s}, we have 

E IFlx(g) I-I {(g, s) Ig€G, scS, andg(s) as} ,- E Istab(s) I . 
gEQ HS 

If S=0l'..JOt v ... vOl is the partition of S into orbi ts, we have 

E Istab(s) I- E Istab(s) 1+ E Istab(s) 1+..·+ E Istab(s) I. 
HS ft~ -o.a BEDa: 
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Claim: 

If x,YEOi for some i=1,2, ••• ,k then /stab(x)/=/stab(y)/. 

By the counting formula, we have 

Istab(x) 1= r",_ -t~(X)] =~ = [G: s~/__\' =Istab(y) f· 

Let us choose representatives sl,s2, ••. ,sk from the k orbits, 

01,02, ••• ,Ok. Thus 

1: Istab(s) 1-lolllstab(Sl) 1+ /o21Istab(S2) 1+·.. + IOkllstab(sk) 1."s 
=t I011Istab(S1) 1 

1-1 

.. t 1 tab~( ) rIstab(S1) 1
1-1 8 81 

=kIGI· 

Thus ~IFix(g) l-klGI and hence k- ~lIFiX(g) I. 

Now we are going to apply Burnside's Lemma to find the 

number of G-equivalence classes of the set of functions Q. We 

have shown that Q is a G-set. Thus Burnside's Lemma implies 

the number of G-equivalence classes in Q is given by 

1 
lGf.';QIFiX(1t) I· 

To ill ustrate this resul t, 1et us consider the probl em in 

example (1) of finding the number of chemically different 

molecules obtained from the benzene ring by attaching atoms X 

and Y in place of the hydrogen atoms. Let us denote the 2'=64 

attachments of X or Y by Q={f1,f2, ••• ,fil}' where each f i is a 
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function from {l,2,3,4,5,6}~{X,Y}. Two attachments f i and f j 

will yield the same molecule if and only if f i can be obtained 

from ~ by means of an element of ~l' the dihedral group of 

order 12. Thus the number k of different chemical compounds 

is equal to the number of G-equivalence classes of the set Q. 

1k= -rf. 1: IFix(1~) I- 1 2 1: IFix(~) I . 
IU12I·~:I .~. 

The elements of DU are listed below. 

Table 5.1 

Rotations Corresponding permutations 
of the vertices 

Identity (1)(2)(3)(4)(5)(6)=x, 

Clockwise rotation about 
the center through 8=x/3 

(1 2 3 4 5 6)=xl 

clockwise rotation about 
the center through 8=2x/3 

(1 3 5)(2 4 6)=xJ 

Clockwise rotation about 
the center through 8=x 

(1 4)(2 5)(3 6)=xl 

Clockwise rotation about 
the center through 8=4x/3 

(6 4 2)(5 3 l)=xS 

Clockwise rotation about 
the center. through 8=5x/3 

( 6 5 4 3 2 l)=xi 
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Table 5.2 

Reflections Corresponding permutations 
of the vertices 

Reflection in the line 
through 1 and 4 

(2 6)(3 5)=1C, 

Reflection in the line 
through 2 and 5 

(4 6)(1 3)=1Ca 

Reflection in the line 
through 3 and 6 

(2 4)(1 5)=1Cg 

Reflection in the line 
through the midpoints of 
(1 2) and (4 5) 

(1 2)(3 6)(4 5)=1CIO 

Reflection in the line 
through the midpoints of 
(2 3) and (5 6) 

(1 4)(2 3)(5 6)=1C11 

Reflection in the line 
through the midpoints of 
(3 4) and (6 1) 

(3 4)(2 5)(1 6)=1C12 

'Jt7 

TV: 
r-

Figure 5.4 

Now we wish to find /Fix(1Ci)/ for all i=1,2, ••• ,12. 

Clearly /Fix(1Cl)/=64. Consider a reflection in a line through 

opposite vertices, say 1C,. If an attachment of atoms X and Y 
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is fixed by x" the atoms at vertex 2 must be the same as the 

atom at vertex 6, and the atoms at 3 and 5 must be the same, 

but the atoms at the vertices 1 and 4 are arbitrary. 

Thus IFix(x,)1 = (the number of ways the atoms X or Y can be 

attached at the vertices 1,2,3 and 4) =2~16. 

Simi I arl y, 1Fix(x,) 1 =1Fix(x,)1 =16. 

Now consider a reflection in a line through the midpoints of 

two opposi te sides, say xlJ. An attachment of atoms X and Y 

is fixed by xlJ if the atoms at the vertices 2 and 3 are the 

same, the atoms at the vertices 1 and 4 are the same, and the 

atoms at the vertices 5 and 6 are the same. Thus 

1Fix(xll) 1=2J=8. Simi I arl y 1Fix(xU) 1=1Fix(xU) 1=8. 

Next, we find the number of attachments fixed by the 

rotations. First, note that IFix(x2)1=IFix(x6)1. An 

attachment of atoms X and Y is fixed by x2 if the atoms at the 

vertices are all X or all Y. Thus IFix(x2)1=IFix(x6)1=2. By 

similar analysis, we find IFix(xJ)I=IFix(xs)I=4 and 

1Fix(x,) 1=8. 

Therefore -}: /Fix(K) 1-156. Thus by Burnside's Lemma, the 
SE~:lI 

number of different chemical compounds obtained by attaching 

atoms X or Y to the carbon ring is equal to 

k- 1 1: Fix(a) - 1 (156) -13. 
1 2 sE.Du 1 2 
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The direct application of Burnside's Lemma becomes 

impractical for complex permutation groups especially when the 

set D is large. This is due to the fact that the computation 

of the number of elements fixed by the elements of the 

permutation group can be both difficult and tedious. 

Moreover, it is frequently necessary to have more information 

than merely the number of different chemical compounds. In 

the example above, one may wish to know the number of chemical 

compounds consisting of two X atoms and four Y atoms. 

Burnside's Lemma does not give a solution to this problem and 

does not provide a method of finding a representative from the 

different equivalent classes of chemical compounds. P6lya's 

theory of enumeration offers sol utions to both of these 

problems. 

Before developing the powerful enumeration Theorem of 

P6lya, we need to introduce the concept of the cycle index of 

a permutation group. 

Let G be a group of permutations on a fini te set D. 

There is no loss in generality to assume D={l,2, ... ,n}. It is 

well-known that every permutation ~EG can be expressed 

uniquely (except for order) as a product of disjoint cycles. 

Let jk(~) denote the number of cycles in ~ of length k. Then 

we have 'tk°J.k(fC) -n for every ~EG• 
.tal 

160 



Example 2: 

The permutation ~=(3 5)(2 6) on the set D={1,2,3,4,5,6} 

has two cycles of length 2 and two cycles of length 1. Thus 

jl(~)=2 and jt(~)=2. 

If ~EG has nl cycles of length 1, and nt cycles of length 

2, etc., then we say that ~ is of type (nl,nt, ... ). 

Definition 5.6: 

Let G be a permutation group on D. Let Xl' Xt' ••• ,X, be 

IGIUQP1 

polynomial in 

Z(G;XI ,X2, • •• ,XII

indeterminates. 

the variables XI ,X2, ••• ,X, denoted 

)' and given by 

The cycle index of G in XI,Xt , .•• ,X, is 

by 

the 

Z(G;~IXaI""XD)-4 E fJ.xij:(S) . 

When there is no danger of confusion, we denote the cycl e 

index of a group G in the indeterminates Xl' X]' ••• ,X, simply by 

Z(G) • 

Example 3: 

Let G=SJ be the symmetric group of degree 3. 

S={id, (1 2), (1 3), (2 3), (1 2 3), (1 3 2)). The identity 

permutation id is of type (3,0,0). The permutations (1 2), 

(1 3), (2 3) are of type (1,1,0). The permutations (1 2 3) 

and (1 3 2) are type (0,0,1). Thus Z(S3)· ~ (Xi+3~Xa+2X,)• 

161
 



Example 4: 

Let G=D12 be the dihedral group of order 12. 

The identity permutation is of type (6,0,0,0,0,0). The 

permutations (1 2 3 4 5 6) and (6 5 4 3 2 1) are of type 

(0,0,0,0,0,1). The permutations (1 3 5)(2 4 6) and 

(6 4 2)(5 3 1) are of type (0,0,2,0,0,0). The permutations 

(1 4) (2 5) (3 6), (1 2) (3 6) (4 5), (2 3) (5 6) (1 4), and 

(2 4)(2 5)(1 6) are of type (0,3,0,0,0,0). The permutations 

(1)(4)(2 6)(3 5), (2)(5)(1 3)(4 6), (3)(6)(1 5)(2 4) are of 

type (2,2,0,0,0,0). Thus the cycle index of isD12 

Z(D12 ) • ....!... (X:+2~+2X:+4X:+3X:X:) •
12 

Example 5: 

Let G be the group of rotations of a cube. /G/=24, and 

the elements of G can be divided into five categories: 

1.	 The identity. 

2.	 Three 180· rotations around lines connecting the centers 

of opposite faces. 

3.	 Six 90· rotations around lines connecting the centers of 

opposite faces. 

4.	 Six 180· rotations around lines connecting the midpoints 

of opposite edges. 

5.	 Eight 120· rotations around 1ines connecting opposite 

vertices. 
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(a). Let Vbe the set of the vertices of the cube; then G acts 

as a permutation group on V. Since the cube has 8 vertices, 

then /V/=8. Now we need to determine the types of all of the 

permutations on V induced by the group G. 

1. The identity permutation has type (8,0,0,0). 

2. A permutation of category (2) has type (0,4,0,0). 

3. A permutation of category (3) has type (0,0,0,2). 

4. A permutation of category (4) has type (0,4,0,0). 

5. A permutation of category (5) has type (2,0,2,0). 

Therefore the cycle index in this case is given by 

) 1 (8 , 2 2 2)Zv (G,Xi.,J!2,X],X,' • 24 Xl +9Xa +6X4 +8X1 XJ • 

(b). Now let E be the set of the edges of the cube. Then G 

acts as a permutation group on E. E has 12 elements. In this 

case, the types of the permutations on E induced by the group 

G are given below. 

1. The identity permutation is of type (12,0,0,0). 

2. A permutation of category (2) has type (0,6,0,0). 

3. A permutation of category (3) has type (0,0,0,3). 

4. A pe~mutation of category (4) has type (2,5,0,0). 

5. A permutation of category (5) has type (0,0,4,0). 

Therefore the cycle index in this case is given by 

Z.(G;X1 ,"'2,X],X,) • 214 (X;2+3X:+6xi+6X:xi+8X:) • 

(c). Let F be the set of all faces of the cube. G acts as a 

permutation group on F. Since the cube has six faces, /F/=6. 
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The five categories of rotations now produce permutations of 

the following types: (6,0,0,0), (2,2,0,0), (2,0,0,1), 

(0,3,0,0), and (0,0,2,0) respectively, and therefore 

Z,(G;J.1,~,~,X.,)• 2
1
4 (Xt+3X:X:+6X:X.,+6X;+8X;) 

The following theorem gives the cycle index of groups 

which appear as symmetry groups of sets in ~ or ~. 

Theorem 5.16: 

1. Z (Su) =	 11:	 x;1xf2...x;•. 
jl+2J2+-+D,j.-u (lJ1jll) (2J:aja l ) ... (nJ·ju l ) 

Z(Au) ·Z(Su;Xl'~'''''Xu) +Z(Su;~' -~,x" -X." ... ) 
• 1+ (_l)J:a+J,+- -J1 _-:1.2. 1:	 Xi ...x,a • 

2 (1j1jll) (232jal) ... (njajul) 

u 

3. Z(C ) .1:.1:. (d}X}, where, is Euler's ,-function and C,u 
Ddlu 

is the cyclic group of degree n. 

(D-1) 

~ Z(Cu) + ~X1Xa----r- i£ n is odd 

4.	 Z (Dau) =i u (D-a) 

~ Z(Cu) + ~ (Xa
2 +X:X2-r) if n is even. 
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5.	 Let G and H be permutation groups on two disjoint sets D1 

and Dr The direct product of G and H is the permutation 

group on the set D1uDt denoted by GxH, where the action 

of (g,h}EGxH on D1uDt is given by 

g(k) if kED1
 
(g,h) (k) ... h(k)
{ if k€D2 • 

Then	 the cycle index of GxH is given by 

Z(GxH}=Z(G}Z(H}. 

The proof of this theorem is not difficult, but it is lengthy 

and it can be found in [17]. 

To formulate and prove P6lya's Fundamental Theorem in an 

abstract and concise manner, it is convenient to regard the 

objects to be counted as the set of all functions on a finite 

set D into a finite set A. Let Q={f:D-A} be the set of all 

functions defined on D with values in A. Let G be a group of 

permutations on D. Every element ~EG defines a mapping ~t:Q_Q 

as follows ~t(f}=to~-l. It is obvious that for a fixed ~EG, ~t 

is a one-to-one mapping of Q onto i tsel f, and thus ~t is a 

permutation on Q. Let Gt={~~~EG}; then we have the following 

Lemma whose proof is straightforward. 

Leoma 5.17: 

The set Gt is a permutation group on Q; moreover /Gt/=/G/. 
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The permutation group a' partitions D into equivalence 

classes under the relation - defined on D by f-g if and only 

if ,c'(f)=g for some ,c'EO'. These a'-equivalence classes are 

called patterns. Note that the a'-equivalence classes of D 

are simply the a-equivalence classes introduced earlier. 

Example 6: 

Let a be the Klein 4-group considered as a permutation 

group on D={l,2,3,4}. Then a={"J'''I'''J'''/} where 

"J=i d= (1) (2) (3) (4), 

"1= (1 2) (3 4), 

" J= (1 3) (2 4), 

"/=(1 4)(2 3). 

Let A={X,Y} and D={fi :D-A/i=1,2, ... ,16}. D={fJ, f 1, ••• , f lf}, 

where f J={(l,X), (2,X), (3,X), (4,X)}, 

f 1={(1,X),(2,X),(3,X),(4,Y)},
 

f J={(1,X),(2,X),(3,Y),(4,X)},
 

f/={(1,X),(2,X),(3,Y),(4,Y)},
 

f S={(l,X), (2,Y), (3,X), (4,X)},
 

ff={(l,X), (2,Y), (3,X), (4,Y)},
 

f,={(l,X), (2,Y), (3,Y), (4,X)},
 

f,={(1,X),(2,Y),(3,Y),(4,Y)},
 

f ,={(1 , Y) , (2 , X) , (3, X) , ( 4 , X) } ,
 

f JO={(l,Y), (2,X), (3,X), (4,Y)},
 

f JJ ={(l,Y), (2,X), (3,Y), (4,X)},
 

f J1={(1,Y),(2,X),(3,Y),(4,Y)},
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f 1J={(1,Y), (2,Y), (3,X), (4,X)}, 

f u= { (l , Y) , (2, Y) , ( 3, Y) , ( 4 , X) } ,
 

{(1, Y) , (2, Y), (3, Y) , (4, Y)},
f 15=

~6={(1,y),(2,y),(3,X),(4,y)}. 

, , , , ,
Then G ={"1 '''2 '''J ,,,,}, where 

, 'd"1 =~ , 
"2 =(f2 fJ)(fS f,)(f6 f 11 )(f, f 10 )(f12 f,)(fU f U )' , 
"J =(f2 fS)(fJ f,)(f, f 1J)(f, flO)(f, f 16)(f12 fU)' , 
", =(f2 f,)(fJ fS)(f, flJ)(f6 f 11 )(f, f U )(f12 f 16). 

Let us find the G~orbits of D. 

01 ={f1} , 

O2={f2, f J' f S' f ,}, 

0J={f" flJ}'
 

0,={f6, f ll },
 

0r{f" flO}' 

0r{f" f 12 , f 16, f U }' 

0,:{f15} • 

From this example, it follows that the number of G'

equivalence classes of D is equal to the number of G'-orbits 

of D. Now we are going to apply Burnside's Lemma to the group 
, , , ,, 

G • Let" EO. We need to compute I Fl1C(" )/ • Note that an 

element fE'D is left invariant by,,' if and only if the 

corresponding permutation" of D is such that f(,,(k) )=f(k) for 

all k. Thus fE'D is left invariant by,,' if and only if all 

the elements of D in each cycle of "have the same function 

value. For instance, suppose that "="2=(1 2)(3 4). If 
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f( l)=f(2) and f (3) =f( 4) then x'(f)=f. Hence IFi x(x' ) I =2CfC(I;,
 

where cyc(x) is the number of cycles in the unique cycle
 

decomposition of the permutation x.
 

Thus IFix(x/) 1=2#=16,
 

IFix(x/ ) 1=22=4, 

IFix(x/) I =?=4, 

IFix(x/) I =?=4. 

By Burnside' s Lemma, the number of G'-orbi ts of D is equal to 

_1_ r IFix(s·) I_ 1:. (16+4+4+4) • 28 -7 •
IGel.-.- 4 4 

We are now ready to present another formula for counting 

the number of G'-equivalence classes (or G'-orbits) of D which 

leads to a special case of P6lya's Theorem of enumeration. 

'l'heorem 5.18: 

Let G be a group of permutations on a finite set D. Let 

A={aj,B2, ••• ,a,J and D={f:D"A} be the set of all functions 

def ined on D wi th va I ues on A. Then the number of G'

equivalence classes of the set D is given by 

x- 1 mt:YC(fl)lGT~ "" 

where cyc(x) is the number of cycles in the unique cycle 

decomposition of x. 
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Proof: 
tWe apply Burnside's Lemma to G , Since IGI=IG'I, it 

suffices to show that mqC~)=IFig(~')1 for every ~EG. Let ~EG 

and ~' be the corresponding permutation in G', An el ement fED 

belongs to Fix(~') if and only if the value of the function f 

is the same for the elements of D in each cycle of the 

corresponding permutation ~ of D. Now ~ has cyc(~) different 

cycles in its cycle decomposition, and we have m choices for 

the common function value of each cycle. Hence, there are ,
mCfC(Z) different functions left invariant by ~. That is 

1Fix(~') 1=mcTc(I). 

Corollary (Special case of P6lya's Theorem): 

The number of G~equivalence classes is given by 

X-Z(G;llJ,llJ, ... ,m) - 1Gf1 EmAm:J2...m:J. 
IUls.Q 

where Z(G;~,,,,,XD)·-J.rEX;'l...x;- is the cycle index of G. 
IGI'EecJ 

Proof: 

Let ~EG be a permutation of type (il , it, ... , i,), Then 

Cyc(~)=il+i t +· .. +i, and the corresponding term in the cycle 

. d f G' :J1 :J2 jll1n ex 0 1S Xl X 2 ...X'D ' I f we substitute for xi by m for 

i =1,2, , , , , n then X;'tX;2...x;. becomes llJ:Jt••.m:JII::JJm:Jl+-+:J.smCYCCs), Thus 

X-Z(G;m, ... ,m) -~a~mCYCC.), 
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Ezample 1 (Revisited): 

Let us apply the corollary to the carbon ring in Example 

1. G=D11 is the dihedral group of order 12 and A={X,Y}. The 

cycle index of D12 , 

1 ( , 2 3 2 2)
Z (D12 ) • 12 X1 +2J!6+2X:s +4Xa +3X1 Xa • 

Thus the number of different compounds is equal to 

K • ...!... (2'+2'2+2.22 +4'23 +3'22 '22 )
12 

• ...!... (64+4+8+32+48) -13. 
12 

Hence the corollary give a straightforward solution for 

counting the number of different chemical compounds obtained 

by attaching atoms X or y to the carbon ring. 

However, we may be interested in counting not just the 

number of different chemical compounds but the number of 

different compounds wi th the same number of atoms. For 

example, we might be interested in counting the number of 

chemical compounds that has two X-atoms and four Y-atoms. To 

answer questions of this type, we need to introduce the 

concept of the weight of a function. Each el ement aEA is 

assigned a weight W(a) which is a number of a symbol. Sums, 

products and rational multiples of weights can be formed, and 

these operations satisfy the usual associative, commutative 

and distributive laws. 
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Definition 5.7: 

The weight of a function fED, denoted by W(f), is defined 

by Ji(f)· n Ji(f(d» • 
dED 

Example 7: 

Let D={1,2,3}, A={aj,at}, W(aj)=x and W(at)=Y. The weight 

of the function f defined by f(1)=f(2)=x and f(3)=y is 

W(f)=g!y. The weight of the function g defined by g(1)=g(2) 

=g(3)=y is W(g)=yJ. 

Leoma 5.19: 

If f,gED are G-equivalent then W(f)=W(g). 

Proof: 

Since f and g are G-equi val ent then there exists 1CEG such 

that f 0 1C=g. Ji(g) • n Ji(g(d) ) • n Ji(f(w (d»). But n Ji(f(s (d») 
dED dED dED 

and n Ji(f(d» contain the same factors, only in different 
dED 

orders. Thus n Ji(f(1C (d) ) ) - n Ji(f(d» . Therefore, 
dED dED 

Ji(g) -11 Ji(f(d) ) • Ji(f) • 
dED 

This Lemma justifies the following definition. 
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Definition 5.8: 

The weight of a pattern P (or G-equivalence class), 

denoted by W(P) is defined by W(P)=W(f) where fEP. 

Definition 5.9: 

The inventory of a set of functions St:;D is defined as the 

sum of the weight of all the functions in S; that is, 

inventory of s- E W(f) • 
~E8 

Example 8: 

Let D={1,2}, A={al,at}, and let W(al)=x, W(at)=Y. 

fl={(l,al)' (2,al)} N(fl )=N(al)w(at)=x1 

ft={(l,al)' (2,at)} N(ft)=W(sl)W(at)=xy 

fJ={(l,a t ), (2,al)} W(fl )=W(al)W(a1)=xy 

f/={(l,al)' (2,sl)} W(fl )=W(al)w(a1)=Y! 

Inventory of (D)=x1+2xy+y=(x+y)1. 

We are now in a posi tion to state P61 ya' s Theorem of 

Enumeration. 

Theorem 5.20 (P61ya's Theorem of Enumeration): 

Suppose that G is a group of permutations on a finite set 

D. Let D={f:D"A}. Then the pattern inventory (or the 

inventory) of equivalence classes in D is given by 
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PiG; E W(a) , E [W(a) ] 2, ... , E [W(a)] j
\ ad ad ad 

where P(G;X1,x2, ••• ,Xt) is the cycle index of the permutation 

qroup G. 

Before we present a proof of P6lya's Theorem, we 

illustrate its use by examples. 

Example 1 (Revisited): 

The cycle index of is qiven byD12 

Z(D12 ) _....!... (xt+2.J!s+2X:+4X:+3xtX:) •
12 

Now let us assiqn a weiqht x to an X-atom and a weiqht y to 

a Y-atom. Then 1: W(a) -x+y, E [W(a)] 2 _X2+y2, E [W(a)] 3 _X3+y3 , 
ad ad ad 

... , E [W(a)] 6 _X6+y6. By P6lya's Theorem, the pattern
ad 

inventory is qiven by takinq Z(D12;xl,x2""'x,) and 

substi tutinq E W(a) for xl' 1: [W(a) P for x2' and so on. Thus 
ad ad 

the pattern inventory is 

....!... [(X+Y) 6+2 (x6+y6) +2 (x3+y3) 3+4 (x+y) 3+3 (X+Y) 3 (x2+y2) 2]
12 
_X6+X5Y+3x4y2+3x3y3+3x2y4+xy5+y6. 

Hence the 13 different compounds are listed below: 

One molecule that has only X-atoms, 

One molecule that has five X-atoms and one Y-atom, 
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Three molecules that have four X-atoms and two Y-atoms,
 

Three mol ecul es that have three X-atoms and three Y-


atoms,
 

Three molecules that have two X-atoms and four Y-atoms,
 

One molecule that has one X-atom and five Y-atoms,
 

One molecule that has only Y-atoms.
 

Example 9: 

In this example, we are going to consider the class of 

compounds called "twice-substituted benzene" C~4XY, where X 

and Y represents atoms that have taken the place of two 

hydrogen atoms. The question is how many twice-substituted 

benzene compounds are possible. As before, we let 

D={1,2,3,4,5,6} and A={H,X,Y}. Let W(H)=a, W(X)=b, W(Y)=e. 

Z(D12 ) .-!-(~+2~+2X:+4~+3X:~)12 

By P6lya's Theorem, the pattern inventory is given by 

-!.. [(a+b+c) '+2 (a'+b'+c') +2 (a 3 +b3 +c3 ) 2+4 (a+b+c) 3
12 

+3 (a+b+c) 2 (a 2 +b 2+c2 ) 2] 

To find the number of twice-substituted benzene compounds, we 

count the number of terms in the pattern inventory of the form 

albe. There are three such terms and thus there are three 

twice-substituted benzene compounds. The structural formulae 

for these three compounds are given in the figure below. 
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HO~ rlOX-\-i HOM 
H \-\ \-\ \-\\-\ '( 

H H '( 

ortho compound meta compound para compound 

In Example 1, at the beginning of this section, we 

assumed in the structural formula for benzene that the carbon 

atoms were arranged as to form the vertices of a regular 

hexagon. Kekula (1865) was the first to suggest a hexagon 

structure for benzene. From this, he argued for the existence 

of only one mono-substituted derivative and three di

substituted derivatives of benzene. For this conclusions 

rigorous proof did not exist at the time. Of course our 

cal cuI ations supports Kekul a's concl usions. Short 1y after 

Kekul a proposed this hexagon formul a for benzene, several 

chemists criticized his formula and suggested alternative 

structures. Among the several suggestions for the structure 

of benzene, we mention the Thomsen's (1886) octahedral 

formula, Figure 5.4 below, and the Landenburg's (1869) prism 

formula, Figure 5.5 below. 
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Figure 5.5 

In both of these models, it was assumed that the carbon atoms 

are positioned at the vertices. Our objective now is to see 

how P6lya's Theorem can be used to rule out these two models 

as possible structures of the benzene molecule. This is done 

by finding the number of twice-substituted benzene derivatives 

possible when these models are assumed. We will show that the 

number of possible derivatives of benzene does not agree with 

the experimental results. 

First, suppose the structure of the benzene molecule is 

octahedron. Let D={1,2,3,4,5,6} be the set of vertices of the 

octahedron. The cycle index for the octahedron is given by 
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1Z(G;Xi"X2 ,X3 ,XC) =24 [Xt+3X:X:+6X:Xc+6X;+8X:] • 

Let A={H,X,y} and assign weights to the elements of A, W(H)=a, 

W(X)=b, and W(Y)=e. By P6lya's Theorem, the pattern inventory 

is given by 

...!.. [(a+b+c) 6+3 (a+b+c) 2 (a 2 +b2 +c2 ) 2+6 (a+b+c) 2 (a'+b'+c')
24
 

+6 (a 2 +b2 +c2 ) 3+8 (a 3+b3 +c3 ) 2] •
 

To find the number of twice-substituted benzene compounds, we 

count the number of terms in" the pattern inventory of the form 

a/be. These terms are given by 

:4 [(4 ~ 1)a Cbc+3 (2bc) (a·) +6 (2bc) (a 4
) ] 

• ...!.. [30a 4bc+6a 4bc+12a Cbc] =2a cbc.
24 

Thus there are two possible twice-substituted benzene 

compounds. The two molecules are given in the figure below. 

x 

":-,l ' 7\ 

)(. 
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Next, we assume that the structure of the benzene molecule is 

a triangular right prism. Let D={1,2,3,4,5,6} be the vertices 

of the prism. The cycle index for the triangular prism is 

given by 

Z(G;Xi,~,-X3) • ~ (X:+2X;+3X:) . 

Let A={H,X,Y} and assign the weights W(H)=a, H(X)=b, W(Y)=c. 

By P6lya's Theorem, the pattern inventory is given by 

~ [(s+bo+c) '+2 (a 3 +b3 +c3 ) 2+3 (a 2 +b2 +c2 ) 2] • 

To find the number of twice-substituted benzene compounds, we 

count the number of terms in the pattern inventory of the form 

a~c. There are five terms, 

1:. [( 6 )a.bc] = 1:. [.!.!.a 4bc] =5a.bc. 
6411 641 

Thus there are five possible twice-substituted benzene 

compounds. These five mol ecul es are given in the figure 

below. 

G;JY ~y ~: x~~ xCi)Y
 
x 
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What have we establ ished? Well, if the carbon atoms were 

arranged as in an octahedron, there would be only two possible 

isomers of C,H4XY. If they were arranged as a triangular 

prism, there would be five isomers. In reality, chemists were 

able to find only three; therefore, those two models must be 

wrong. We haven't actual I y proven that the hexagonal model is 

correct, but we have circumstantial evidence in its favor. 

(Various other methods have backed this up, and modern 

chemists are essential I y certain that the carbon atoms of 

benzene do indeed form a regular hexagon, at least insofar as 

chemical bonds maintain any rigid shape.) 

Example 10: 

Consider the class of organic molecules of the form 

x 

x c X 

X 

where C is a carbon atom, and each X denotes anyone of the 

components CH3 (methyl) I C2HS (ethyl), H (hydrogen), or CI 

(chlorine). Each molecule can be modeled as a regular 
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tetrahedron wi th the carbon atom at the center and the 

components labeled X at the corners; see the figure below. 

x 
)( 

x 

Recall that the symmetry group of the tetrahedron is 

isomorphic to the alternation group AI" The cycle index of AI 

is given by 

1
Z(A.;Xl'X2,Xi> • 1 2 (xt+8X1X3 +3X;> • 

Therefore, the number of different molecules is 

P(A.;4,4,4) • ...!.. (4.+8.4.4+3.42 ) =36. 
12 

Suppose we wish to find the number of molecules containing two 

hydrogen a toms and two chlorine a toms, or the number of 

molecules containing three hydrogen atoms. Assign weights of 

the elements of the set A={CHJ,CtHS,H,Cl} as follows; W(CHJ)=a, 

W(Ct"S)=b, W(H)=c, W(Cl)=d. By P6lya's Theorem, the pattern 

inventory is given by evaluating 
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Z(A.. ; 1: W(a) , 1: [W(a) P, 1: [W(a)]3) 
aU aU aU 

=...!... [(a+b+c+d) 4+8 (a+b+c+d) (a 3 +b3 +c3 +d3 )
12 

+3 (a 2 +b2 +c2 +d2 ) ] 

= a'+b'+e'+d' +aJb+aJe+aJd+abJ+bJe+bJd+ad+beJ+,Jd+aaJ+baJ+eaJ 

+ib2+a2d +a2d2+b2d +b2d2+dd2+a2be+a2ed+a2bd+ab2e+ab2d+b2cd 

+abd+add+bdd+abd2+aeat+bed2+2abed. 

Thus there is onl y one mol ecul e that contain two hydrogen 

atoms and two chlorine atoms. To find the number of molecules 

that contain three hydrogen atoms, we count the number of 

terms in the pattern inventory above of the form x~, where 

xE{a"b"e}. There are three terms, namely aeJ , beJ , and deJ• 

Thus there are three mol ecul es containing three hydrogen 

atoms. 

Example 11: 

As a final illustration of P6lya's Theorem, we calculate 

the number of molecules that can be obtained by replacing one 

hydrogen atom in toluene by a chlorine atom. 

H l:i 

~<rtH
 
H H 

(Toluene) 
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Let D={1,2,3,4,5,6,7,8} and A={H,Cl}. 

7 8 

2 

5 4 

Let G be the symmetry group of the toluene molecule. Then G 

is the direct product of the symmetric group 5J of the 

vertices {1,2,3} on the group Fgenerated by the reflection of 

the hexagon around the horizontal axis through the vertex 6 

and the opposite vertex. 

5J={id,(2 3),(1 3),(1 2),(1 2 3),(1 32)} 

F={id,(5 7),(4 8)}. 

Thus G=5JxF, and the cycle index of G is the product of the 

cycle indexes of 5 J and F. That is, 

Z(G)=Z(5J)Z(F) 

= 1. (x3 +3X x +2x ) .1. (g5+ Y _X 2)6 1 1 2 3 2 1 -" 2 

= :2 (X:+3X:~+2xiX:J+xtX:+3x:xi+2X1X:X:J) . 
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Therefore, by P6lya's Theorem the number of mono-substituted 

toluene is equal to 

Z(G' 2 2 2) • ...!.. (21+3-2'-2+2-25-2+2.-22+3-22-23+2-2-22-2) , " 12 

• ...!.. (256+384+128+64+96+32)
12 

• ...!.. (960) -80. 
12 

Thus there are 80 mono-substituted toluene compounds. 

We now present a proof of P6lya's Enumeration Theorem. 

We begin by proving some preliminary Lemmas. Throughout this 

discussion and wi thout loss of general i ty, we may assume 

A={1, 2, ... , m} • 

Lenwna 5.21: 

If DJ,D2, ... ,D, form a partition of D, and S is the set of 

all functions of D into A which are constant on each subset 

Di , for i =1,2, ... ,p. Then the inventory of the set S is given 

by: inventory(S). it t [W(j)] 1D11; 
1-1.1-1 

that is, E W(f) - it (t [W(j) ] IDtl) ••• (lie) • 
~es 1-1 j-1 

Proof: 

A typical term on the right hand side is of the form 
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[W(j1>] IDJ.I [W(ja> ] IDjI... [W(jp>] IDJ'I 

which is precisely the weight of a function feD which assumes 

the val ue ]1 on D1, ]2 on D2, ••• , ], on D" and hence a term on 

the right hand side of the inventory (5). Conversely, any 

such function has a weight just of the above form. 

Lellllla 5.22: 

Suppose that Gt={,,/,"/, ... J is a group of permutations of 

t t D. For each "j €G, let N(sj> be the sum of the weights of all 

functions feD 1eft invariant by "it. Suppose that Cu C2' ••• are 

the Gt-equivalence classes and W(Ci ) is the common weight of 

all f in Ci . Then 

~ 1 ~- • 
L.W( Cj >•-I-IL."( Sj> ... (**) . 
j G* j 

Proof: 

~- ,The sum L.,,(sj> adds up for each "j the weights of all 
:I 

functions feD left fixed by ,,/. Thus W(f) is added in here 

exactly the number of times it is left invariant by some ,,'. 

That is, W(f) is added exactly Jstab(f)J-times. By the 
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counting formula Istab(t') 1=JQ.j, where Of is the orbit of f.
lo;r 

Therefore, if D={f1,fZ""}' the right-hand side 

1 ",-. 1 '" IIG.1'7N(Kj) - IG.ljN(fj ) Istab(fj ) 

1=-1·IEW(fj ) *1-0
G j 1;1 

=E!!Q =E W(fj ) • 

j 10 1';11 jlC(fj ) r 

Now we add up the terms l:~;~~ r for all f i in equivalence 

classes C That is, we need to find E W(fj ) Each f·EC·t t'l&C;11 C( .(1) r. 1 J 

has the same weight, namely N(fiJ=W(CjJ. Moreover, 

W(f1) N(e) 
/C(fiJ/=/CjI. Thus E 1 (f) r=IC.1I~=W(C.1)' Therefore, 

11flC;1 C 1 ICj I 

'" "(fj ) '" 1 'r'- • '"11C(f ) r=1N (C.1)' Hence IG.11"(Xj) -1N (Cj ) • 
1

We are ready to present a proof of P61ya's Theorem. 

Proof (of P61ya's Enumeration Theorem): 

The sum of the left hand side of equation (**) in Lemma 

5.22, namely E,,(Cj ) is the pattern inventory of the set of all 
j 
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functions Q. On the other hand, W(s·) is the sum of all 

weights of all functions fED 1eft invariant by x. I Let 

D1,Dt, ... ,D, be the sets containing the elements of the cycle 

decomposition of x. Then FED is left invariant by x' if and 

only if f(a)=f(b) where a and b are in the same Di . Thus 

equation (*) in Lemma 5.21 gives the inventory or the sum of 

weight of the set of functions left invariant by x'; that is, 

equation (*) is of the form 

[W(1)].1+[W(2)].1+...+[W(m)].1.E [Ji(k)].1, where j=!Di!. Thus a term 
ftA 

in the above expression occurs in equation (*) as many times 

as !Di ! equals j; that is, as many times as x has a cycle of 

1ength j. Hence if x has a cycle decomposition of type 

(k1,kt, ... J then among the numbers !D1! ,!Dt!, .•. ,!D,! the number 

1 occurs k i times, the number 2 occurs k t times, etc. Thus, 

W(s·) or equation (* ) can be rewritten as 

[E [N(k)] 1] ~ [E [N(k)] 2] ka.... Therefore, the right-hand side of 
.tEA .bA 

(**) becomes peG; [E [N(k)P]~, [E [W(k)]2]ka, ... ). This completes 
.bA .bA 

the proof of P6lya's Theorem. 

Corollary: 

The number of patterns equals 

P(G;m,m, ... ,m), 

where m=!A!. 

186
 



Proof: 

The proof follows immediately from the theorem by 

choosing all the weights of the elements of A to be one. 
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CHAPTER 6
 

Summary and Conclusion 

Our objective in this paper was to discuss and illustrate 

some basic properties of geometric groups and some of their 

applications. These are groups having their origin in some 

branch of geometry. Geometric groups are useful in many 

applications of group theory in science. From a mathematical 

point of view, they provide abetter understanding of the 

interaction between different branches of mathematics, in 

particul ar between group theory, linear al gebra, and geometry. 

In Chapter 1, we provided the readers with some basic 

concepts from linear algebra and abstract algebra that are 

needed in later chapters. We defined some important terms and 

stated theorems without proofs. 

In Chapter 2, we studied two types of length (or 

distance) preserving transformations of a finite-dimensional 

Euclidean space namely, orthogonal transformations and 

Euclidean transformations. 

In Chapter 3, we stated and proved Cartan's Theorem and 

applied it to the classification of orthogonal and Euclidean 

transformations on 2- and 3-dimensional Euclidean spaces. 
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In Chapter 4, we defined the symmetry group of a set in 

a Euclidean space and classified the finite symmetry groups of 

bounded sets in the 2- and 3-dimensional Euclidean spaces, ~ 

and ~. 

In Chapter 5, we presented two applications of geometric 

groups, namely, the study of the trigonometric functions of a 

2-dimensional Euclidean space and isomer enumeration in 

organic chemistry by using P6lya's Theorem. 

In conclusion, we suggest that the results of this paper 

could be extended in different ways. One way would be the 

classification of orthogonal and Euclidean transformations of 

n-dimensional Euclidean spaces for n>3. A second way would be 

the study of geometric groups in the context of algebraic 

topology. A third way would be to investigate the different 

applications of geometric groups in science. 
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