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Chapter 1 

Basic Definitions and Examp1es 

Insights into the structure of abstract groups can be 

gained by their realization as familiar groups. In 

particular, we will consider homomorphisms of finite groups 

into groups of linear transformations and groups of matrices. 

1.1 Representation by Automorphism 

In the following, G will be a finite multiplicative 

group, and V will be a vector space of finite dimension over 

F, a subfield of~, the complex numbers. Let GL(V) denote 

the set of all invertible linear transformations of V onto 

itself. GL(V) acquires a group structure if multiplication 

is defined as composition: (f 0 g) (v) = f(g(v» for all f,g 

E GL (V) , 

v E V. 

~ Definition: The map p:G ~ GL(V) is a linear 

representation Qf ~ ~ L provided p is a group homomorphism 

from G into GL(V) . 

So for all g E G, P(g) E GL(V). Of course, the basic 

properties of group homomorphisms hold for p: 

1. P(gg') = P(g) oP(g') for all g,g'E G; 

2. P(l) = Idv (The group identity 1 maps to the 

identity transformation on V.) 
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3. p(g-l) = (p(g»-I; and 

4. p(gm) = (p(g»ID for any integer ID. 

In the sequel, representation will mean linear 

representation. 

Strictly speaking, a representation of a group G over a 

field F is given by a pair (V,P) and we say that V is a 

representation space of G. However, when clear from the 

context, we will simply refer to the representation (V,P) as 

p or V. Further, 'since GL(V) is often called the group of 

automorphisims of V, we will often refer to p as a 

automorphism representation of G. 

~ Definition: Let (V,P) be a representation of G, 

with dim V= n. Then (V,P) has degree n. 

Examples; 
CD Let G = Sn, the symmetric group of degree n, 

and let V=Fn . As a basis for V, take B = {el,e2, ... e n}, 

where ei = (0,0, ... ,1, ... ,0). For any eJ E Sn, define a 
" i th position 

mapping P(cr) on Vby: 

1. P(eJ) (ei) = e(J(i)' i 1, ... ,n; 

2. P (eJ) (ei + ej) = e(J(i) + e(J(j), i, j 1, ... ,n; 

3. For any (lE F, P(eJ) (lei) = (le(J(i). 

In other words, P(eJ) is a linear transformation on V. 

Furthermore, for any eJ E Sn, (P(eJ-1 ) 0 (P(eJ» (ei) 

P(eJ-1 ) (P(eJ) (ei» = P(eJ-1 ) (e(J(i) = e(J-l(J(i)) = ei· 
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Similarly, (P(O") 0 p(O"-l)) (ei) = ei, so P(O") is invertible 

and we have p: Sn ~ GL(V). For any O",'tE G = Sn, p(O"o't) (ei) 

e (oo't) (i) = eo ('t (i) ) P (0") (e't(i») = p (0") (P ('t) (ei)) = 

(P(O") 0P('t)) (ei) Hence, p is a group homomorphism and a 

representation of Sn over F. This representation is called 

the canonical representation of Sn. 

It is worthy to note here that while the order of Sn is 

n!, the degree of the representation is n. The question of 

whether a representation of degree equal to the order of the 

group can always be found will be addressed later. 

GID The trivial representation of degree n: Let G 

be a finite group and V a vector space of dimension n. 

Define: p:G ~ GL(V) by P(g) = Idv for all g E G. 

Clearly p is a representation of G. Both of these examples 

will surface again in other settings. 

1.2 Matrix Representation 

It is necessary to recall from linear algebra that there 

is an nxn matrix associated with a given linear transfor

mation of an n-dimensional vector space and a given basis. 

If V is such a space over F with basis B = {VI, ... , Vn }, and 
n 

T E GL(V), then T(Vj) = L aij Vi, I~j~n, aij E F. 
i=l 

The matrix [TJB = (aij), where the aij are taken to be the jth 

column of [TJB, is called the matrix Qf I relative ~ ~ 

basis.a..... Clearly, [T]B is uniquely determined by T and B. 
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This relationship provides a second major type of 

representation. 

Denote by GL(n,F) the set of all nxn nonsingular 

matrices with entries from the field F. Under the operation 

of usual matrix multiplication, GL(n,F) is a group. This 

group is called the general linear 9rouP of degree n over F. 

~ Definition: The mapping 8 : G ~ GL(n,F) is a matrix 

representation of Gover F of degree n provided 8 is a group 

homomorphism. 

So for x, y E G, 8(x) and 8(y) are nxn matrices such 

that 8(xy) = 8(x) 8(y). 

Before giving examples, we shall make concrete the 

connection between automorphism and matrix representations 

suggested by remarks preceding the definition. 

~ Theorem: Let p : G ~ GL(V) be an automorphism 

representation of G. Let B ={Vl, ... ,Vn } be a basis for V and 

let [P(g)]B be the matrix of P(g) relative to B for any 

g E G. Then the mapping 8 : G ~ GL(n,F) given by 8(g) = 

[P(g)]B is a matrix representation of G. 

Proof: For any g,g' E G, let (P(g)]B (aij) and 

[P(g')]B = (bij) where aij' bij E F. Then we have p (g) (V j ) 
n n 

= I aij Vi and p (g' ) (Vj) = I bij Vi for any Vj E B. Now, the 
i=l i=l 

k, j entry of [P(g)]B [P(g')]B (aij) (bij) is given by 
n 

I akibij. 
i=l 

4 



On the other hand, to look at the entries in [P(gg')]B, 

we compute: p (gg' ) (Vj) = (P (g) 0 P (g') ) (Vj) = P (g) (P (g') (Vj)) 

n 

= P(g) ( 1 bijVi) 
i=l 

n n 

1 bijP (g) (Vi) = L bij (f akiVk) 
i=l i=l k=l 

n n 

L L 
n 

bij akiVk = L (f aki bij) vk 

k=l i=l k=l i=l 

n 

So the k, j entry of [P (gg' ) ] B is L aki bij. But this is 
k=l 

exactly the k,j entry of (aij) (bij) = [P(g)]B [P(g')]B and Sis 

a matrix representation.O 

Suppose now that a matrix representation S : G ~ GL(n,F) 

is given. Can a corresponding automorphism representation be 

found? If we let V = Fn and define p : G ~ GL(Fn ) by 

P(g) : Fn 
~ Fn such that P(g) (v) = S(g)v (*) for all g E G, 

v E Fn, p is a representation of G. Note that the left-hand 

side of *, P (g) (v), is a linear transformation acting on v E 

Fn
; while the right-hand side of * is the product of an nxn 

matrix with an nxl matrix. 

To see that p is, in fact, a group homomorphism, let g, 

g' E G and v E Fn and compute as follows: 

P(gg')(v) S(gg')v = 8(g)S(g')v = S(g) (S(g' )v) 

0S(g) (P(g') (v)) P(g) (P(g') (v)) = (P(g) P(g'») (v). Note 

that, for any g E G, the matrix of P(g) relative to the 
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standard basis B {el, e2, ... ,en} for Fn is 8(g). That is, 

[P(g)]B = 8(g). 

Examples; 

® Let G = Sn as in example CD. Define 8; Sn ~ GL (n, F) 

1 if i=j{by 8 (0) = (aij) where acr (i) j = a otherwise' for all 0 E Sn. 

Notice that 8(0) has a 1 in the O(j), j positions, for j = 

1, ... ,n. That is, the jth column contains a 1 in the O(j)th 

row. To see that 8 is indeed a matrix representation, take 

the automorphism representation p from Example CDand express 

it in matrix form relative to B, the standard basis of Fn . 

Then 

[P(g)]B = 8(g) for all g E G and, by Theorem 1.4, 8 is a 

matrix representation. For instance, consider 0= (1 3) and 

t = (1234) as elements of G = S4. (Note; sometimes 0 and tare 

written as (1 2341 and (1 2341, respectively.) 

~3 2 14) ~2 341 ) 

In 8 (0) we have j = 1 => O(j) = 3; j = 2 => 0 (j) = 2 ; j =3 

( 01000010 J 
=> 0 (j) = 1; and j = 4 => O(j) = 4. so 8 (0) = 1000 . 

0001 

In 8 (t), j 1 => t(j) = 2; j = 2 => t ( j) = 3; j = 3 => t ( j ) 

00011000 J 
4; j 4 => t(j) = 1. Hence,8(t) 0100 .

( 0010 

Because the matrices in Example ® are nxn, the 

representation is said to be of degree n. Another 

representation of Sn, this one of degree 1, is given below. 
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@ Let G = Sn and F = ~. Define e Sn ---+ GL (1 ,~) by 

I if cr is an even permutation 
e(cr) { -1 if cr is an odd permutation. 

(Note that GL(l,~) is just ~*, the multiplicative group of 

non-zero complex numbers.) For any cr,t E Sn: 

Ii f cr 0 t even 
{e (cr 0 t) = -1 if cr 0 todd 

I if both cr and t even or both cr and todd 
{ -1 if cr even and t odd or cr odd and t even =e(cr)e(t) in any 

case. So e is a matrix representation of degree 1; in fact, 

it is known as the alternating representation. 

CD The set G of rotations about the origin in the real 

plane is a group under composition of rotations. Note that 

if ga, g~E G are rotations through angles a and p, 

respectively, then ga g~ = g~ ga EGis just the rotation 

through a + p. Let ~ be the real numbers 

For (x,y) E ~2, ga(x,y) = (x', y') where 

x' = x cos a - y sin a 

y' = x sin a + y cos a 

Define e : G ---+ GL (2,m) by 

e (ga) =[c~s a -sin a].
Sln a cos a 

Then e is a matrix representation of G of degree 2 since: 

== [co,s a -sin a] [co,s p -sin P]=e(ga) e(g~) 
Sln a cos a Sln P cos P 

7
 



z 

/ 
/ 

/ 
/ / Z· side red as the product 

(composition) of three 

0:.2 
/ 

/ rotations: (1) gal ~ through 

angle u l about the z-axis 

y carrying the x-axis to line 

.\ Y 
\ 

L; L is the line of 

intersection of the x-y plane 

and the x'-y' plane. 

\ 
\ 

\ 

x· 

(Applying trig identities)
 

COS(U + ~) -sin(u + ~)]
 
= e(ga g~)[ sin(u +~) cos(U + ~) 

~ Now let G be the group of rotations about the origin 

in three dimensional space. Suppose that, as the result of a 

rotation, the x-, y-, and Z-, axes are transformed into the 

x' -, y' -, and z' - axes. 

The rotation can be con

(2) ga2 ~ through angle U2 about L carrying the z-axis to 

the z'-axis; and 

(3) ga3 ~ through angle U3 about the z'-axis. 

e : G ~ (GL 3, Ell) is as follows: 

c~s (Xl -sin (Xl 

e(gal) Sln (Xl cos (Xl[ ~] ;o o 
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cos U28 (gU2) -s~n U2] ; and~ [~ 
0 

sin U2 cos U2 

[cos U3 -sin U3 
8 (gU3) = sin U3 cos U3 

o 0 ~] 
Thus, the entire rotation is represented by: 

8(gUl gU2 g(3) = 8(gUl) 8(gU2) 8(gU3) = 

cos Ul cos U3- -cos Ul sin U3- sin Ul sin U2
 

sin ul cos U2 sin u3 sin Ul cos u2 cos u3
 

sin Ul cos u3+ -sin Ul sin U3 + -cos Ul sin U2
 

cos Ul cos U2 sin U3 cos Ul cos U2 cos U3
 

sin U2 sin U3 sin U2 cos U3 cos u2 

Example @D is presented as an important concrete realization 

of group theoretic results for the physical sciences. 

1.3 Representation Modules 

Representations can be viewed in a somewhat more general 

context via the representation module defined below. 

~ Definition: Let G be a group and let Vbe a vector 

space over F. V is called a ~ G-module if a 

mUltiplication is defined on V such that: 

for all g, g' E G; v, v' E V, a E F, 

( 1 ) gv E V 

(2) g(v + v') = gv + gv' 
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(3) g(av) = a(gv) 

(4) (gg')v = g(g'v) 

(5) 1v = V; where 1 is the identity of G. 

A right G-module can be defined in a similar way. For our 

purposes, G-module will mean left G-module. 

The connection between representation modules and the 

representation of G by automorphism is given by: 

~ Theorem: The mapping p : G ~ GL(V) is an 

automorphism representation of G <=> Vis a G-module. 

Proof: (=» If P is an automorphism representation, 

then P(g) is a linear transformation on V, for all g E G. 

Define the multiplication by gv == P (g) (v) V g E G, v E V. 

It is completely routine to establish from the conditions of 

the definition that V is a G-module. Parts (2) and (4) are 

shown here: 

(2) g(v + v') P(g) (v + v') P(g) (v) + P(g) (v') gv + gv'; 

and 

(4) (gg')v (P(g) 0 P(g'» (v) P(g) (P(g') (v» p (g) (g'v) 

g(g'v) . 

«=) Let G be a group and VaG-module. Define P(g): V ~ V 

by P(g) (v) == gv. That P(g) is a linear transformation is 

clear from (2) and (3) in the definition of a G-module. 

Also, P(g) is invertible Vg E G since (p(g»-l = p(g-l). 

Hence, P(g) E GL(V) for all g E G. 
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Finally, for all v E V, g, g' E G: P(gg') (v) = (gg')V 

g(g'V) = P(g) (P(g') (V)) = (P(g) P(g')) (V). Hence, p is a0 

group homomorphism from G into GL(V) and, therefore, a 

representation.O 

1.4 Equivalence 

The relationships between representation by 

automorphisms, matrices, and modules have now been outlined. 

But what can be said about, say, two automorphism 

representations of the same group G? Consider this 

motivation for a definition: Let (V,P) be a representation 

of Gover F, and let V' be a vector space isomorphic to V. 

Now define a map p' : G ---+ GL (V') by p' (g) : V' ---+ V' where 

p' (g) = a 0 P(g) 0 a-1 where a is a vector space isomorphism 

from V to V'. 

Then, for all g, g' E G: p' (gg') = a 0 p (gg') a-I0 

a 0 P(g) 0 P(g') 0 a-I = a 0 P(g) 0 (a-loa) 0 P(g') 0 a-I 

(a p (g) 0 a-I) (a 0 p (g') a-I) = p' (g) 0 p' (g' ) . 0 0 0 

Hence (V/~p') is also a representation of G. 

~ Definition: Two representations of Gover F, (V,P) 

and (V',P'), are equivalent provided there exists a vector 

space isomorphism a: V ---+ V' such that a 0 p (g) = p (g') 0 a 

~ g E G. In this case, we write p = p'. A similar 

definition applies to matrix representations. 
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~ Definition: Two matrix representations, S and ~, 

of G of degree n over F are equivalent (S~~) provided there 

exists a fixed P E GL(n,F) such S(g) = P ~(g) p-1 for all 

g E G. 

Suppose that S, ~, and ~ are matrix representations of 

G of degree n over F; and that S ~ ~ and ~ ~ ~. Then we have 

P E GL(n,F) such that S(g) = P~(g) p-1 , and Q E GL(n,F) such 

that ~(g) = Q ~(g) Q-l, for all g E G. Combining: 

S (g) = P (Q ~ (g) Q-l) p-1 = 

(PQ) ~(y) (Q-l P-1 ) = (PQ) ~(g) (pQ)-l. 

~ S ~~, and we have transitivity in equivalence of matrix 

representations. 

It is similarly easy to establish, for both matrix and 

automorphism representations, the other criteria necessary to 

show: 

~ Theorem: Equivalence of representations is an 

equivalence relation on the set of all representations of G 

of degree n over F. 

Two observations are in order concerning equivalence: 

1. Recall that for a representation (V,P), we were able to 

compute a corresponding matrix representation S. But S was 

dependent upon the choice of basis for V. Another choice of 

basis would result in another matrix representation S, . 

However, from linear algebra, the relationship between the 
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matrices of a linear transformation relative to two distinct 

bases is precisely that of the definition of a~a'. 

2. Similarly, given a matrix representation a, every choice 

of a vector space of dimension n yields an equivalent 

automorphism representation of degree n. 
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Chapter 2
 

The Group Algebra of G
 

2.1 Definition of the Group Algebra 

Representation of a group can be given a more algebraic 

(and abstract) formulation by introducing the sroup alsebra 

.Qf. .G.....

First, it is necessary to recall the definition of an 

algebra over a field. 

~ Definition: A vector space V over a field F is 

called an alsebra ~ E if a multiplication is defined on V 

such that, for all u, v, w e V, u e F: 

(I) u(v+w} uv + uw; 

(2)	 (u+v}w uw +vw; and 

(3)	 U(uv) = (au}v u (Uv) . 

Now let G be a finite group and let F be a field. 

~ Definition: The group algebra FG is the set of all 

formal sums: 

FG = { I ag g I a g e F } with the operations: 
g E G 

(1)	 I a g g + I b g g I (ag+bg}g; 
g E G g E G g E G 

(2)	 u ( I ag g) Ia a g g for all ue F; and 
g E G g E G 
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(3 ) ( ~ ag g) ( ~ bh h) ~(ag bh)gh.
 

9 E G h E G g,h E G
 

~ Theorem: FG as defined above is an algebra over F. 

Proof: It is routine to verify that FG is a vector 

space over F under the addition and scalar multiplication in 

(1)	 and (2) of the definition (2.2). 

To see that the multiplication in (3) of definition 2.2 

makes FG and algebra over F, we use definition 2.1: For a g, 

b h , Ch E F, 

(1) ~ ag g ( ~ bh h + ~ Ch h) 
9 E G h E G	 h E G 

~ag	 g ( ~ [bh+Ch]h ) 
9 E G h E G 

~ag(bh + Ch) gh ~[agbh + agCh] gh
 
g,h E G g, h E G
 

~ lag bh] gh + L[ag ch]gh
 
g,h E G g,h E G
 

( ~ag g) ( ~ bh h) + ( ~ ag g) ( ~ ch h) 
9 E G h E G	 9 E G h E G 

(2)	 The proof is similar to the proof of (1). 

(3)	 For any a E F, a ( L a g g) ( ~ b h h) 

9 E G h E G 

a ~[ag bh]gh = ~ [aag] [bh] gh 
g, h E G g,h E G 

( ~ [aag] g) ( ~ bh h) = (a ~ ag g) ( ~ bh h)
 
g, h E G h E G 9 E G h E G
 

Also, ~ lag] [abh] gh = ( ~ a g g) ( ~ [abh] h)
 
g, h E G E h E G
9 G 
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( L a g g) (u Lbh h) , and (3) is established. 
9 E G h E G 

Hence, FG is an algebra over F.D 

Note that, with the multiplication so defined, FG is 

also a ring and has as unity the one-term sum 1 FG = 1 F1 G. 

In addition, as a vector space, FG has a most 

interesting basis. Every element of FG is, by definition, 

simply a linear combination of the elements of Gover F. So 

the set of elements {1 Fg}gEG forms a basis for FG over F. As 

a consequence, dim(FG) = IGI, where IGI is the order of G. 

2.2 Representation of FG 

To continue to move toward more algebraic concepts, such 

as representation of the group algebra FG, we must extend 

some fundamental notions to answer the question: What, 

precisely, is meant by a representation of an algebra (vis-a

vis, a group)? 

If V is a vector space over F, denote by Hom (V,V) the 

set of all linear transformation of V into itself. For 

comparison, notice that GL(V) C Hom (V,V). For all 

T1, T2 , E Hom (V,V) , v E V, U E F, we define addition, 

scalar mUltiplication, and multiplication as: 

(1) (T1 + T2 ) (v) = T1 (v) + T2 (v); 

(2) (UT1) (v) = U(T1 (v)); and 

(3) (T1 T2 ) (v) = (T1 0 T2 ) (v) = T1 (T2 (v)), i.e, 

mUltiplication is the composition of linear transformations. 
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With the operations so defined, it is easy to check that 

Hom (V,V) is an algebra over F. 

~ Definition: Let A be an algebra with unity over F 

and Va vector space over F. Then the mapping 

~ : A ~ Hom (V,V) is a representation of A over F provided: 

For all a, b E A, a E F, 

(1) ~(a + b) = ~(a) + ~(b); 

(2) ~(aa) a~ (a) ; 

(3) ~ (ab) ~(a) 0 ~(b); and 

(4) ~(lA) Idy, where Idy is the identity transformation on 

Vand 1A is the mulitplicitive identity of A. So ~ is just 

an algebra homomorphism. 

We wish to define such a representation for the algebra 

FG. This can be accomplished by a natural and unique 

extension of the representation of the group G. 

Let (V,P) be a representation of G. Define 

p* : FG ~ Hom (V,V) by: 

p* ( Lag g) Lag P(g) for all Lag g E FG. 
9 E G gEG gEG 

Since P(g) is a linear transformation for each g E G, 

the image of Lag g under p* is itself a linear 

9 E G 

transformation which is the sum of scalar multiples of linear 

transformations. 
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2,5 Theorem; The mapping p * is an algebra homomorphism 

and, thus, a representation of FG, 

Proof: We refer to conditions (1) - (4) in definition 

2,4, For all ~ag g, ~bg g E FG, a. E F, we have : 
gEG gEG 

(1) P* ( ~ag g + ~bg g) P* ( ~ (ag+bg ) g) == 

g E G g E G g E G 

~ [ag + b g ] peg) == L (agp (g) + b g P (g) ) 
g E G g E G 

~ag peg) + ~bg peg) P* ( ~ag g) + P* ( ~bg g) 
g E G g E G g E G g E G 

(2) P* (a. ~ag g), P* (~[o.ag] g) ~ [o.ag ] P (g ) 
g E G g E Gg E G 

a. ~ag P (g) o.p* ( ~ag g) (Since a. does not depend on 
g E G g E G 

g E G,) 

(3 ) P* ( ( ~ag g) ( ~bh h) ) 
g E G h E G 

P* ( ~ (ag brJ gh) == ~ (ag b h ) P (gh) ) == ~ (ag b h ) (*) 
g, h E G g, nEG g, h E G 

P(g)P(h) ,
 

Let us pause for a moment to see where we are, The sum in (*)
 

calls for the composition of all linear transformations
 

P(g) 0 P(h) such that the product of the corresponding
 

scalars, a g b h , is not zero, That is, a g ~ ° and b h ~ 0,
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Now since p (g), P (h) E Hom (V,V) (*) is equal to 

Lagp (g) 0 bhP (h) (**). But we 
g,h E G 

composition of all combinations 

and b h ~ 0 by writing (**) as 

can achieve 

of P(g) and 

the same 

P(h) with a g ~ 0 

~ag 
gEG 

P(g) 0 ~bh 
hEG 

P(h). 

And Lag P(g) 0 Lbh P(h) p* ( ~ag g) 0 P* ( ~bh h) 
g E G h E G 9 E G h E G 

(4) Recall that the unit element of FG is 1FG 1 F 1 G • So 

P* (lFd = P* (IF 1d = 1 Fp (ld = 1 F Idy = Idy, 

since P is a group homomorphism from G to GL(V). 

Therefore, p* is a representation of FG. 0
 

A couple of remarks about this result are in order.
 

1. The representation P* of FG is said to be the 

representation corresponding to the representation p of G. 

2. Recall from definition 1.5 and theorem 1.6 that if 

p : G ~ GL(V) is a representation, then V is called a 

G-module. Now, if for any y ~ag 9 E FG , v E V, we 
9 E G 

define p*(y) = yv, we have that V is an £G - module. 

Suppose now that p* : FG ~ Hom (V,V) is any 

representation of FG. Recall that the elements of G form a 

basis for FG as a vector space; hence, G C FG (Under the 

identification 9 ~ 1Fg). Our aim now is to define 

19
 



p: G ~ GL(V) so that p will be a representation of G. 

Consider the restriction of P* to G and define p = P*I G. 

Since GL(V) C Hom(V,V), we must first be convinced that 

P(g) E GL(V) for all g E G. Let 1 be the identity of G. 

Then P(I) = p*(I) = Idy. On the other hand P(I) = p(gg-l) 

p*(gg-l) = p*(g) 0 p*(g-l) = P(g) 0 p(g-l) = Idy, for any g E 

G. Similarly, p(g-l) 0 P(g) = Idy, so p(g)-l = p(g-l) and P(g) 

E GL(V) 

To see that p is a group homomorphism, let g, g' E G and 

compute: P(gg') = p*(gg') = p*(g) p*(g') = P(g) 0 P(g').0 

Hence, we have shown: 

~ Theorem: The mapping p = P*IG : G ~ GL(V) is a 

representation of G with representation space V over F. 

So to every representation P* of FG, there corresponds a 

representation p of G. We summarize the discussion 

concerning theorems 2.5 and 2.6 by observing: 

~ Theorem: There is a one-to-one correspondence 

between the representations of a finite group Gover F with 

representation space V and the group algebra FG over F with 

representation space V. 

2.3 Regular Representation of a Group 

We shall now pursue a question posed in section 1.1: 

Does every finite group of order n have a representation of 

degree n? 
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Let G	 be a group with IGI = n (IGI is the order of G). 

Assign to the elements of G some fixed ordering: 1 = gl, 

g2, ... ,gn' Consider the group algebra FG as a vector space of 

dimension n. In fact, we will use V = FG as our 

representation space. The elements of G form a basis for 

FG = V and any v E V can be uniquely expressed as: 
n 
~ aigi where ai E F, and {gl," .,gn} is the basis of V. 
i=l 

Now, for each x E G, define P(x): FG ~ FG by P(x) (gi) = xgi 

on the basis elements and extend P(x) linearly: 

n n	 n

p (x) (	 ~aigi) ~ aiP (x) (gi) L ai (xgi) . 
i=l i=l i=l 

~ Theorem: The mapping p as defined above is a 

representation of Gover F with representation space FG. 

Proof: To see that P(x) is invertible for each x E G, 
n n 

note that for any ~ aigi E FG, (P (x) 0 P (X-I)) ( Laigi) 
i=l i=l 

n n 
-1 )P(x) (P(x- 1

) (L aigi) ) = P(x) ( L ai (x gi) 
i=l i=l 

n n 
-1L ai (xx gil = L aigi·
 

i=l i=l
 
n n 

Similarly, (P (x-I) P (x) ) (L aigi) = L aigi· So each P(x)0 

i=l i=l 

has an inverse; namely, P(x- 1
). Then we have P(x) E GL(FG) 

for all x E G. 
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Finally, we establish that p : G ~ GL(FG) is a group 

homomorphism. Let x, y E G. Then for each i = 1, 2, ... ,n, 

p (xy) (gi) = xygi = x (ygi) = P (x) (ygi) = P (x) (P (y) (gi)) = 

(P(x) P(y)) (gi)·0 

Hence p (xy) = p (x) p (y). Therefore, p is a0 

representation of Gover F with representation space FG. 0 

~ Definition: The representation p : G ~ GL(FG) above 

is called the (left) regular representation of Gover F. 

Remarks concerning the regular representation: 

1. We can similarly define the right regular 

representation by defining P(x) (gi) =gix, for all x E G, 

i=I, ... ,n. 

2. Since the degree of the regular representation 

equals dim(FG) = n, we have an affirmative answer to the 

question at the outset of this section. 

The basis {1=gi' g2, ... ,gn} of FG is nothing but the set 

of images of 1 E FG under the P(gi), i=I, ... ,n. That is, 

P(gl) (1) = 1 = gl, P(g2) (1) = g2,·· o,p(gn) (1) = gn0 We will 

show that any representation, with the property that the 

images of one vector from the representation space form a 

basis of that space, is equivalent to the regular 

representation (FG,P). 

Let (VV,P') be a representation of Gover F such that 

there exists awE VV and {P' (g) (w) Ig E G} form a basis of 

VV. 
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To show that (FG,P) ~ (VV,P'), we have need of a vector 

space isomorphism from FG to VV. Define ~ : FG ~ W by 

~(9i) = P' (9i) (w), and extend ~ linearly so that ~(~aigi) 
i=1 

n n

L ai'P (gi) L aiP' (gi) (w) .
 
i=1 i=1
 

n n n
 
Now let Laigi, Lbigi E FG and suppose ~ (Lai9i)
 

i=1 i=1 i=1 
n n 

~ ( ~bi9i) Then LaiP (gi) (w) Lbip' (9i) (w) . 
i=1 i=1 i=1 

We know that the P' (gi) (w), for i = 1, ... ,n form a basis for 

the vector space VV. But since each element of VV, such as 

n n 
LaiP' (9i) (w) = Lbip' (9i) (w), can be uniquely written as a 

i=1 i=1 

linear combination of basis elements, we have that ai = b i for 
n n 

i = 1, ... , n. Hence, L aigi = L bigi and ~ is one-to-one. 
i=1 i=1 

It is a basic property of linear transformations that, since 

~ is one-to-one and dim(FG) = dim VV, then ~is an 

isomorphism from FG to VV. 

To establish (FG,P) ~ (VV,P'), we must now show that, for any 

x E G, 'P 0 P(x) = P' (x) o~. That is, we show that this 

diagram commutes: 
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\}I 

WFG ) 

P(x) 

1 1 
P' (x) 

WFG ) 

\}I 

If gi is any basis element of FG, (\}I 0 P (x) ) (gi) 

\}I (P (x) (gd) = \}I (xgi) = p' (xgi) (w) = (P' (x) P' (gi)) (w)0 

0p' (x) (P' (gi) (w)) p' (x) (\}I (gi)) = (P' (x) \}I) (gi)' Hence; 

(FG,P) = (W,P') 

So far, we have examined the regular representation only 

in terms of representation by automorphism. As in Chapter 1, 

for any choice of basis of FG, we have a corresponding matrix 

representation of Gover F. If we stick with our basis G = 

{gl," .,gn} of FG, then <1> : G -+ GL(n,F) will be defined by 

<1> (x) = [P(x)]G for any x E G, where [P(x)]G is the matrix of 

the linear transformation P(x) relative to G. Recall that 

the jth column of [p(x)]G is just the coefficients of 

p (x) (gj) But since p (x) (gj) xgj, another basis vector of 

FG, the jth column will consist of zeros except for a 1 in the 

i th row where i is such that gi = xgj' The matrix [P(x)]G can 

be expressed as [P(x)]G (Ogi,xg~), where Ogi,xgi is Kronecker 

delta. This matrix is sometimes called a permutation matrix. 
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Examples: 

o Let G = {1,x,x2} and let F = az, the real numbers. 

If we denote the elements of G by gl 1, g2 = x, 93 = X 
2 

, 

then a typical element of FG = azG has the form: all + a2x + 

a3 x2 = a1g1 + a2g2 + a3g3, where a1, a2, a3 E az. (Note that azG 

is isomorphic to az3 as a vector space.) 

If (~G, p) is the regular representation of G via 

automorphism, then the matrix representing gk E G, k =1,2,3, 

is given by [P(gk)]G = (Ogi' gkgj). 

For instance, [p (g3)]G = (Ogi' g3gj) 

We compute the entries of [P(g3)]G 

by: P(g3) (1) = 0gi + 0g2 + 193 

P(g3) (x) =19 1 + Og2 + Og3 

P (g3) (x2) = Ogl + 192 = Og3. 
1 

so [p (9,) JG ~ [~ 0 
0 ~] 

by similar computations; 

[0 0 1]
[P(g2)]G =	 1 0 0; and 

o 1 0 

[1 0 0]
[P(gl)]G =	 0 1 O.
 

001
 

CD Let G = C4, the cyclic group of order 4. 

So G = {x,x2
,X

3,x4 = 1}. As in example 0, let us denote the 

4	 2 3e 1ements by gl = X = 1; g2 = x, g3 = X ' g4 = X • 

Also, let (azG,P) be the regular representation by 

automorphism, and let <I> (gk) = [P(gk)]G be the matrix 
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representing gk, k 1,2,3,4. So we have, again, ~(gk) 

(Bgi' gkgj)· 

But since we know that x = g2 is the generator of G = C4, 

we need only compute ~(g2). The computations are essentially 

the same as in example CD, save that ~(gk) will be a 4x4 

matrix. The computations yield: 

~ (x) = ~ (g2) 
0 0 Also,1 0 ~ [~ 
0 0 

~l0 1 
0 1 
0 0 

~ (x2) = ~ (g3) ~ <I>(x)<I> (x) ~ [~ 0 0 
1 0 ~J 

1 0 
2 [00 0 1 

~ (x3) = ~(g4) = ~(x)~(x ) = ~ 0 ~}0 and 
0 0 

1 0 
~ (1) = ~(x4) = ~(gl) = ~(x)~(x3) 0 1 ~ [~ 

0 0 n0 0 

After examining examples CD and CD, it is not difficult 

to obtain the regular matrix representation of Cn for any 

integer n ~ 3. 

® Let G = S3 = {(1), (12), (13), (23), (123), (132)} 

and assign the ordering gl = (1), g2 = (12), g3 = (13), g4 = 

(23)	 , 

gs = (123), and g6 = (132). Let ({12G, p) be the regular 

representation by automorphism. We wish to specify the 

regular matrix representation ~ : G ~ GL(6, {12). 

Since ~ is a group homomorphism, it is sufficient to 

give the matrices corresponding to a set of generators of 
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G = S3, such as {(12), (123)} = {gu gs}. We display the 

computations for the first three columns of ~((12)): 

p (g2) ( (1)) = (12) (1) = (12 ) = Og1 + 1 g2 + Og 3 +... + Og 6 ; 

P(g2) ((12)) (12) (12) (1) = 191 + Og2 + ... + Og6 ; and 

P(g2) ((13)) (12) (13) (132 ) Ogl +... + Ogs + 196 • 

The remaining columns of ~((12)) and those of ~((123)) are 

computed in a similar manner, yielding: 
0 1 0 0 0 0 
1 0 0 0 0 0 

0 0 0 0 1 
<1>((12)) -_1 0

0 o I; and0 0 0 1
 
0 0 0 1 0 0
 
0 0 1 0 0 0
 

0 0 0 0 0 1
 
0 0 0 1 0 0
 
0 1 0 0 0 0
 

<1>((123)) =1 0 0 1 0 0 0
 
1 0 0 0 0 0
 
0 0 0 0 1 0
 

We now return to the general development. 

Another method that can be used to obtain the regular 

representation works through permutations. Let Sn be the 

symmetric group of degree n and let V be any vector space of 

dimension n with basis {Vl, V2, ... , v n }. 

For every a E Sn, define a mapping ~(a) V ~ V by 

~(cr)(vi) vcr(i) for i = 1, ... ,n. By comparing to example CD 

in section 1.1, two things are clear: 

CD For all a E Sn, ~ (a) E GL (V). so 

~ : Sn ~ GL(V) ; and 

CD ~ is a group homomorphism. 
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Hence, n is a representation of Sn'
 

Now let G = {gl," .,gn} be a group of order n. A classic
 

result of group theory due to Cayley assures us that G is 

isomorphic to a subgroup of Sn' For every g E G, define 

gl, ... , gn )
1t : G ~ Sn by 1t(g) = gg gg'( l' .•. , n 

(It is easy to check that, for g, g' E G, 1t(gg') = 1t(g)1t(g'); 

so 1t is a group homomorphism. The mapping 1t is called the 

~-permutation representation of G.) 

Our goal here is to find a linear representation of G, 

i.e., we need a homomorphism from G to GL(V). Define 

fi : G ~ Sn ~, GL (V) to be the composition: ) fi =" 0 1t. It is 

routine to check that fi is a representation of Gover F. In 

fact, we have: 

~ Theorem: Let (FG,P) be the regular representation 

of Gover F, and let (V, fi) be as defined above. Then p"" n . 

Proof: We require a vector space isomorphism 

ex : FG ~ V such that, for all g E G, the following diagram 

commutes: 
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P(g) 

FGFG	 =t 

aa 

v	 v 
~ 

Ti (g) 

Recall that the elements of G form a basis for FG and 

let {Vl,' .,vn } be a basis of V. Define a : FG ~ V by 
n

a (	 f ai gi) L ai vi· (In terms of basis elements, 
i=l i=l 

n	 n
a(gi) = Vi.) Then for any L ai gi, L bi gi E FG, y, 

i=1 i=1 
n n n 

P E F; a (y L ai gi + P L bi gi) = a ( L (ya i + Pbi ) g i ) 
i=l i=1 i=1
 

n n


L (yai + pbi)a(gi) L (yai Pbi) vi
 
i=l	 i=1 

n
ya( f ai gi) + Pa ( L bi gi) ; so a is a linear 

i=l i=1 

transformation from FG to V. To see that a is 1-1, and hence 
n 

an isomorphism, let a ( L ai gi) 
i=1 

n n n 
a( L bi gi) . Then L ai Vi = L bi Vi, and since any 

i=1 i=1 i=1 

vector can be uniquely written in V as a linear combination 
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n 
of the vi, i=l, .. ,n, ai bi for i 1, ... ,n. So L ai gi 

i=l 
n

L bi gi· 
i=l 

To see that <X. 0 P(g) = i1 (g) 0 <X. for any g E G, let 

gi E FG and compute as follows: (<X. 0 P(g)) (gi) o.(P (g) (gi) ) 

= <X. (ggi) = <X. (gj) = Vj, where we have let ggi = gj for some j 

1, ... , n. 

On the other hand, (11 (g) <X.)) (gi) = 11 (g) (<X. (gi) )0 

11 (g) (Vi) = T](1t(g)) (Vi) = V7t (g) (i). The only hurdle remaining 

is the fact that two different common notations have been 

used here for permutations acting on groups. The "iff in the 

subscript 1t(g) (i) represents gi E G. So 1t(g) (i) = 1t(g) (gi) 

ggi = gj = j, where, as above, we let ggi = gj. Hence, 

V7t (g) (i) = Vj, and the diagram commutes as required. 0 
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Chapter 3
 

Properties of Representations
 

Given a representation (V,P) of Gover F, some natural 

questions can arise: Are there nontrivial subspaces of V 

that can serve, under the action of p, as representation 

spaces of G? How are representations on such subspaces of V 

related to each other and to (V,P)? How is the 

representation of a subgroup of G related to the 

representation of G? Much of the material in Chapters 3 and 

4 concerns these questions. 

3.1 Subrepresentations 

~ Definition: Let (V,P) be a representation of Gover 

F. A vector subspace VV of V is invariant under the action 

of	 G provided P(g) (w) E VV for all g E G and w E VV. 

Equivalently, VV is said to be stable under G or under 

p. 

~ Definition: For VV invariant under p, let pW be the 

restriction of pto VV, i.e., pW= Plw : G GL(VV).-)0 

In light of these definitions we have: 

~ Theorem: If VV is invariant under p, then 

pW; G -)0 GL(VV) is a representation of Gover F. 
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Proof: It is clear that pW(g) is a linear 

transformation on VV for all 9 E G. All that needs to be 

shown, then, is that pW is a group homomorphism. 

Let g, g' E G and w E VV. 

Then: pW (gg' ) (w) = p (gg' ) (w) P(g) (P(g') (w)), since w E V 

and (V,P) is a representation of G. But P(g) (P(g') (w)) 

(pW (g) pW (g' ) ) (w), since VV is invariant under p and0 

w E VV. Therefore pW is a representation of Gover F. 0 

It will be common in the remainder of this paper to 

denote a representation by the representation space. For 

instance, in the discussion above, we have that V and VV are 

representations of Gover F. In fact, we say that VV is a 

subrepresentation of V, or VV is a G-subspace of V. 

From linear algebra, if VV is a subspace of V, then the 

quotient space V/VV is also a vector space. Given a 

representation (V,P) of G, we can define (V/VV,P) the 

Quotient representation of G induced by p. 

~ Theorem: Let (V,P) be a representation of Gover F, 

and let VV be a subrepresentation of V. For all 9 E G, 

define P(g): V/VV -+ V/VV by P(g) (v + VV) = P(g) (v) + VV for 

each v + VV E V/VV. Then: 

(1) P(g) is a linear transformation of V/VV; 

(2) P(g) is one-to-one (hence, P(g) is invertible and onto, 

i.e., P(g) E GL(V/VV)); and 
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(3)	 (V /W, p)) is a representation of Gover F. 

Proof: 

(1) That P(g) : V/W -)0 V/Wis a linear transformation is a 

direct consequence of the vector space properties of V/W, 

and the fact that p (g) : V -)0 V is a linear transformation. 

Let <X.,~E F and VI' V2 E V, g E G. Then: 

P(g) (a(vI + W) + ~(V2 +W)) p(g)((avI+~v2) +W)= 

(up (g) (vI) + ~p (g) (V2)) + W = (UP (g) (VI) + W) + (~P (g) (v2) + W) 

ap(g) (VI + W) + ~P(g) (V2 + W). 

So P(g) is a linear transformation on V/W. 

(2) Let VI, v2E V, g E G, and suppose that 

p (g) (vI + W) = P (g) (V2 + W). Then 

p (g) (vI) + W = P (g) (V2) + W; which means 

P(g) (VI) - P(g) (v2) E W. SO P(g) (VI-v2) E W. 

But this means that p(g-I) (P(g) (VI-v2)) E W since W is a 

subrepresentation of G. Now, p(g-I) (P(g) (VI-v2)) = VI - v2, so 

we have VI - v2 E W, which implies that 

VI + W = V2 + W. Hence P(g) is one-to-one 

and P(g) E GL(V/W). 

(3) Let g, g' E G and V + W E V /W. 

Then: P(gg') (v + W) = P(gg') (v) + W 

(P(g)	 °P(g'))(v) +W=P(g)(P(g')(v)) +W=
 

-

P(g)	 (P(g') (v) + W) = p (g) (P (g' ) (v + W)) = 
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(P (g) p(g' ) ) (V + W). Therefore (V/W, p) is0 a 

representation of Gover F. 0 

If G is group with IGI ~ 2 (IGI =order of G), the 

regular representation (FG,p) always has a nontrivial 

subrepresentation (W, pW). Let W be the one-dimensional 

subspace of FG with basis element x ~ L g. 
g E G 

Then W = {axl a E F. } . To see that W is, indeed, invariant 

under p, let 9 E G, w E Wand compute: pW(g)(w) = p(g) (w) 

P(g) (ax), for some a E F. But, under the regular represen

tation of G, P(g) (ax) = a (gx) . However, gx = x, so a (gx) 

ax = w E W. The subrepresentation W is called the ~ 

representation. It will be of importance later when we, in 

some sense, characterize all of the subrepresentations of the 

regular representation. 

3.2 Direct Sums 

Suppose V is a vector space with subspaces Wand W'. 

Recall from linear algebra that V is the direct sum of Wand 

W' provided each v E V can be uniquely written as v w + w', 

where w E Wand w' E W'. Equivalently, W ~ W'={O} and 

dim V dim W + dim W'. We write V = W Ee W' and call W' 

a complement of W in V. Also, the map p : V W given by-)0 

p (v) ~ p (w + w') w is called the projection of V onto W. 

In terms of representations, we may ask the following: 

If V is a representation of G and W is a subrepresentation 
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of V, does there exist a subrepresentation VV' of V such that 

V = VV EEl VV'? Since VV' is stable under G, it is called an 

invariant complement of VV in V. 

We shall answer this question in a theorem whose proof 

will require: 

~ Lemma: There is a one-to-one correspondence between 

the projections of V onto VV and the complements of VV in V. 

Proof: Given V = VV $ VV', VV' is a complement of VV in 

V. Define p : V-+VV as above, i.e., for v E V,
 

p(v) = p(w + w') = w where w E VV, w' E VV'. The image of p
 

is VV and p(w) = w for all w E VV. SO for each complement VV'
 

of VV, we have a projection p of V onto VV.
 

Conversely, suppose p : V -+ VV is a projection. Then 

ker p = {v E Vlp(v) = O}. We claim that V=VV$ ker p, 

i . e., that ker p is the des ired complement of VV in V. 

It is obvious that VV EEl ker p c V. SO let v E V and 

choose a basis {vl""'vn} for V such that {vl""'vr } (r ~ n) 

is a basis for VV. Then: v = alvl +... + arvr + ar+lvr+l +... + 

anvn; aiE F, i = 1, ... , n. 

Let alvl +... + arvr = w E VV and ar+lvr+l +... + anvn 

x Ii!: VV. Now we have v = w + x with w E VV and x E ker p 

since p(x) = O. So V E VV EEl ker p and V C VV $ ker p. 

Hence, 

V = VV EEl ker p and ker p is the complement of VV corre

sponding to the projection p. 0 
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~ Theorem: Let (V,p) be a representation of G and let 

VV be a G - subspace of V. Then there exists an invariant 

complement VV' of VV in V. 

Proof: From linear algebra, a subspace VV of V has a 

complement in V. Let VV a be any complement of VV in V, and 

by the lemma let p be the corresponding projection of V onto 

VV. Define a map p' to be the average of the conjugates of p 

by the elements of G: 

p' = I~ I L..p (g) 0 pop-1 (g) . 
g E G 

We will show: 

CD p'is a projection of V onto VV; and 

CV The complement of VV corresponding to p' is the 

desired invariant complement VV' . 

Proof of CD: 

Since p maps V into VV and p (g) (w) E VV for every 

g E G, w E VV, then p' maps V .in.tQ VV. 

Now let w E VV. Then p-l(g) (w) E VV since VV is a G 

subspace. So p p-l (g) (w) = p-l (g) (w). Thus we have, for0 

each g E G, 

[p (g) p 0 p-l (g) ] (w) [P(g) 0 p-l (g)] (w) = w.0 

Hence, p' (w) = wand p' is onto. Therefore p' is a 

projection of V onto VV. 
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Proof of @: 

Again using lemma 3.5, let VV' be the complement of VV 

corresponding to p'. From the proof of the lemma, 

VV' = ker p'. To show that VV' is stable under G, we need one 

more intermediate result, namely, that p' commutes with P(g) 

for every g E G. Let g' E G. Then: 

P(g') op' op-1(g') 

1 
IG I 

LP(g') 0 (P(g) opoP-1 (g)) o p-1 (g' ) 

9 E G 

1 LP (g' g) 0 pop-1 (g' g) . But the last sum can only
IG I 

g E G 

1 
permute the terms of LP (g) 0 p 0 p- 1 (g) p' . Hence,

IGI 
g E G 

P (g') p' = p' P(g'). Now for w' E VV', g' E G, p' (w') = a0 0 

since p' is a projection onto VV. SO p' 0 p (g' ) (w' ) 

p (g') 0 p' (w' ) O. But this means that p (g' ) (w') E VV'; 

hence VV' is a G - subspace of V, and the theorem is 

proved.Cl 

A couple of comments concerning theorem 3.6 and direct 

sums in general: 

1. If char F IIGI, then, for all a E F, v E V, p' (av) O. 

We shall henceforth assume char F ~ IGI . 

2. Suppose that (V,P) is a representation of G and V can be 

decomposed into a direct sum of any finite number of 

G - subspaces. That is, V = VV1 EEl VV2 EEl ..• EEl VVk , where the 

VV i , i = 1, ... ,k, are invariant under p. For all g E G, 
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Pi (g) E GL (Wi), where Pi (g) is the restriction of P (g) to 

Wi' It is easy to check that Pi G ~ GL (W i) is a 

representation of G. Then we say that P is the direct sum of 

the Pi, i=l, ... ,k, and write P = PI e1 P2 ffi ... E9 Pk' 

3.3 Matrices of Subrepresentations 

Sections 3.1 and 3.2 examined subrepresentations, and 

the quotient representation, and direct sums in terms of rep

resentation by automorphism. It is both interesting and 

useful for later developments to see how matrix represen

tations are affected. 

Let (V,P) be a representation of G and let W be a 

nontrivial G-subspace of V such that dim V = nand 

dim W = r with 0 < r < n. Then a basis B = {VI, V2, ... ,vn } 

for Vcan be found such that B' = {vI, ... ,v r } is a basis for 

W.	 So for any j = 1,2, ... ,r, and any 9 E G, P(g) (Vj) = 
r

pW(g) (Vj)	 L. aijvi· The aij are elements of F that will 
i=l 

constitute the jth column of [pW (g) lB, . At this point we 

have, for the matrix of P(g) relative to the basis B: 

t-- r I n-r I 
T [pW (g) lB, ? 
r 

[P (g) lB 

o	 ?+ n-r 
1. 
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What happens to P(g) (Vj) for r + 1 ~ j ~ n? We are no 
n

longer restricted to W, so we can write p (g) (v j) L aijvi; 
i=l 

r + 1 ~ j ~ n. Hence P(g) (Vj) al jVI + ... + arjvr + ar+I jVr+l 

+ ... + anjVn. 

Now we must note that the set B"= {vr+I + W, v r +2 + W, ... , 

Vn + W} is a basis for the quotient space V/W. Hence, for 

r + 1 ~ j ~ n, P(g) (Vj+ W) = P(g) (Vj) + W. SO the jth 

column of [P (g) ] B" will consist of ar+Ij, a r +2j, ... , anj. We 

can now write: 

n-rr-r I 

T 
r ?I [pW (g) ]B' . 

[P(g)]B = +n-r

1 
I a [ P(g)]B" 

Suppose now that V = W ED W' where Wand W' are 

subrepresentations of G. Then a basis B = {VI, ... ,Vn } for V 

can be chosen so that B' = {VI, ... ,Vr } and B" = {Vr+I, ... ,Vn } 

are bases for Wand W' respectively. 

This leaves [pW(g) ]s' as above. But now, since W' is 

invariant under p, for r + 1 ~ j ~ n, p (g) (Vj) = pW' (g) (Vj) 

n

aijVi· So the matrix of P(g) relative to the basis B 
i=r+l 
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becomes: 

T 
r 

I--r 
-

I [pW (g) ]B' 

I n-r 

0 
[P(g)]B = ~ 

n-r 

1 I 0 [Pw' (g)]B" 

We can extend to V = WI EB ... EB Wkf where each Wi, 

i=l, .. . ,k is a G-subspace. A basis B can be found for V so 

that [P(g)]B consists of a submatrix corresponding to the 

restriction of p(g) to each Wi along the diagonal, and zeros 

elsewhere. 
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Chapter 4
 

Further Properties
 

4.1 Irreducible Representations 

We have seen that if a representation V has a nontrivial 

G-subspace VV, then there exists a complement VV' of VV in V 

which is also invariant under G. Hence, V can be written as 

the direct sum of two nontrivial representations: V = 

VV $ VV'. V is then said to be a reducible representation. 

On the other hand: 

~ Definition: Let (V,P) be a representation of G. V 

(or P) is said to be irreducible provided V ~ {O} and the 

only G-subspaces of V are {O} and V. Otherwise, V is 

reducible. 

A few observations are immediate: 

~ If V is irreducible, then it cannot be written as the 

direct sum of two nontrivial G-subspaces; 

GD Any representation of degree 1 is irreducible; and 

@ If V={O}, then it is reducible. We say that V is the 

direct sum of the empty family of irreducible represen

tations. 

If V is a representation, we should like to know if it 

can be "broken down H into irreducible representations. 

~ Theorem: (Maschke) Every representation is a direct 

sum of irreducible representations. 
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Proof: Suppose V is a representation of G. The proof 

is by induction on dim V. But let us look at the first few 

cases before trying the induction: 

(i) If dim V= 0, then V = {O} and the theorem holds by 

observation Q) abovei 

(ii) If dimV = 1 then V is irreducible. So the only sum we 

may write is V = V $ {O}. But by part (i), the theorem 

holds for {O}i hence, it is true for V ffi {O}. In fact, the 

theorem is valid for irreducible representations of any 

dimension. 

(iii) Let V be reducible and dim V = 2. Then V can be 

written as the direct sum V = VV 1 + VV2, where VV1 and VV2 are 

nontrivial G-subspaces. Hence, dim VV1 = dim VV2 = 1 and the 

theorem holds. 

Now suppose V is reducible with dim V = nand n > 2. 

Our induction hypothesis is that the theorem holds for all 

reducible representations of dimension less than n. V, being 

reducible, can be written as V = V' ffi V" where dim V' < n 

and dim V" < n. Hence, V' and V" can be written as direct 

sums of irreducible representationsi and therefore, so can 

V.O 

Since theorem 4.2 depends on theorem 3.6 we are 

operating under the assumption that char F 1 IGI. 

Recall from theorem 1.4 that if (V,P) is a 

representation of G by automorphism and B is a basis for V, 
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then 8(g)= [P(g)]B, for all g e G, is a matrix representation 

of G. In particular, if (V,P) is irreducible, then we will 

say that e is an irreducible matrix representation of G. We 

then get an interesting corollary to theorem 4.2: 

~ Corollary: Let 8 : G ~ GL(n,F) be a matrix 

representation of G. Then there exists a fixed matrix 

P e GL(n,F) such that for all g e G, 

8dg) . 0]pa (g) p-l ~ ~ a2(g) 
[ 

8 r {g) 

where the 8i(g) are irreducible matrix representations 

of G. 

Pr~ As in section 1. 2, let V = Fn and define 

p: G ~ GL (Fn ) by P(g) : Fn ~ Fn where p (g) (v) = 8(g) v for 

all v e V. Then (V,P) = (Fn,P) is a representation of G by 

automorphism. 

By theorem 4.2, V = V 1 EB V2 EB ••• EB V r , where the Vi, 

i = 1, ... ,r, are irreducible. Denote the restriction of p to 

Vi by PVi. 

Now, from section 3.3, a basis B can be chosen for V 

such that for g e G, 

43
 



['f"qg) 1B1 • 

[P (g) ] B = where Bi C B is a. f}
O. . [Pvr(g)]Br 

r 

basis for Vi with U Bi = Band Bi (J Bj = 0 for i ::;:. j. 
i=1 

Note that each [pYi(g)]Bi is an irreducible matrix 

representation of G. Let [pYi(g) ]Bi = 8i(g) for i=l, ... ,r. 

Finally, from section 1.2 again, if E is the standard basis 

for Fn , then [P(g)]E = 8(g) for all g E G. And by obser

vation 1 following theorem 1.9, [P(g)]E = 8(g) - [P(g) ]B. 

Hence, by the definition of equivalence (1.8), there exists 

a matrix P E GL(n,F) such that P8 (g) P -1 
= [P(g)]B. 0 

4.2 Clifford's Theorem 

Clifford's theorem is a result about the reducibility of 

the representation of H, where H is a subgroup of the group 

G. However, this development does not rely on theorem 3.6; 

in fact, we need make no assumptions about the relationship 

of char F to IHI or IGI. 

Some preliminary definitions and lemmas are needed. 

~ Definition: Let (V,P) be a representation of Gover 

F and let H be any subgroup of G. The representation of H by 
G 

restricting p to H is denoted by ResHP: H ~ GL(VH) 

The representation space VH is the same as V as a 

vector space, but we define only the action of H on VH . VH, 

then, is an H - module. 
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~ Lemma: Let H be a normal subgroup of G (H ~ G), and 

let cr:H ~ GL(VV) be a representation of H. For any g E G, 

gthe map cr on H given by crg(h) = cr(ghg-1 ) is a representation 

of H. 

• A -1Proof: First note that Slnce HoG, ghg E H for any 

g E G, h E H. Thus, crg(h) E GL(VV). 

Now let h, h' E H. Then we simply check: 

crg(hh') = cr(ghh'g-l) = cr(gh[g-l g ]h'g-l) = cr([ghg-1 ] [gh'g-l]) 

cr(ghg-1 ) 0 cr(gh'g-l) = crg(h) 0 crg(h'). So crg is a group 

homomorphism from H to GL(VV) and, hence, a representation of 

H. 0 

g
~ Definition: The representation of cr (or any 

equivalent to it) is called a conjugate of cr. 

~ Lemma: Let cr:H ~ GL(VV) be a representation of 

H (~ G). Then: 

1. If U is an invariant subspace of VV under crg for g E G, 

then	 U is invariant under cr; and 

g2. If cr is irreducible, then cr is irreducible for any 

g E G. 

Proof: 1. Let U be an invariant subspace of VV under 

cr
g

for g E G. Then for all u E D, h E H, crg(h) (u) E U. 

Now, for any u ED, hE H, g E G, cr(h)(u) = cr(gh'g-l) (u), 

h h'E H such that gh'g-1 = h. We know that such an h'were
 

exists since H ~ G => gHg-1 = H.
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But a(gh'g-l) (u) = ag (h') (u) E U since U is invariant 

under a g . Therefore a(h) (u) E U and U is invariant under a. 

ag2. Suppose a is irreducible. The must also be 

irreducible. For, from CD , any invariant subspace of VV 

under ag must be invariant under a. But the only invariant 

subspaces under a are {O} and VV. 0 

A.......8. Theorem: (Clifford) 

Let H ~ G, let (V,P) be an irreducible representation of 

G, and let VV be an irreducible H-submodule of VH via 
G 

ResHP == a : H ~ GL (VV). Then VH is a direct sum of 

irreducible H-submodules, each of which is conjugate to 

(VV,a) . 

Proof: First we show that for each g E G, P(g)VV(the 

image of VV under P(g)) is an H-submodule of VH. To see that 

P(g) VV is invariant, let h E H, and y E VV, Then: 
G -1(ResHP) (h) (P (g) (y)) = P (h) (P (g) (y)) = P (hg) (y) = P (gg hg) (y) 

= P (g) (P (g-lhg ) (y)) = P (g) (P (h' ) (y) ); where h' 

g -1hg and h' E H since H ~ G. But P(g) (P(h') (y)) 

P(g) ((Res~p)(h') (y)) E P(g)VV; since y E VV, an invariant 

G 
subspace of VH under ResHP, Let ag ' : H ~ GL (P (g) VV) be the 

representation of H with representation space P(g)VV. The 
. , G G

relatlonshlp (ResHP) (h) (P (g) (y)) = P (g) ( (ResHP) (h') (y) ), where 

h' is conjugate to h, will be needed again, call it equation 

A........9..
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Next we show that Og' = og. For 9 E G, define a map 

U : W---+ P(g)W by u(y) = pig) (y) for all yEW. Since 

P(g)W is just the image of Wunder pig), U is clearly a 

vector space isomorphism. To establish the desired 

equivalence, we must show that, for all h E H, U 0 og(h) 

Og' (h) U.0 

For any yEW, (0. 0 og(h)) (y) = U(0(ghg-1 ) (y)) 

pig) (0(ghg-1 ) (y)) = pig) [(Res~p)(ghg-1) (y)] = 

G
(ResHP) (h) (P (g) (y)) by equation 4.9. Now, since 

G 
p (g) (y) E P (g) W, (ResHP) (h) (p (g) (y)) = (Og' (h) 0.) (y). So0 

we have (P(g)W, Og') = (W,og). 

Now, by hypothesis, (W,O) is irreducible, and since 

(P(g)W, Og') = (W,og), (P(g)W, Og') is conjugate to 

(W, 0). Hence, applying lemma 4.7, (P(g)W, Og') is 

irreducible. 

All that remains is to show that VH = V = 

Ef> 
P(g)W. Since (V,P) is an irreducible representation

9 E G 

Ef>
of G, it suffices to show that p (g) W is invariant 

9 E G 

under the action of G. 

Let IGI = n and fix some ordering of the elements of 

G : gl,g2, ... ,gn. Let wi E P(9i)W. Then for any gj E G, 

Ef> 
w E P(9i) W:
 

9i E G
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p (g j) (w) = p (g j) (WI + w2 + ... + wn ) = P (gj) (wI) + P (gj) (W2) + 

... + P(gj) (wn ) = P(gj) (P(gl) (W(I»)) + P (gj) (P (g2) (W(2»)) 

+ ... + P(gj) (p(gn) (W(n»)) = 

P(gjgl) (W(I)) + P(gjg2) (W(2») + ... + p(gjgn) (W(n)) E 

ED 
P(gi)W; where w(i) E W such that P(gi) (w(i») Wi· 

gi E G 

ED 
So P(g)W = VH, where each (P(g)W, Og') is 

g E G 

irreducible and conjugate to (W,O). 0 

Note from the hypotheses of Clifford's theorem that we 

were given one irreducible H-submodule. In that case, we can 

now know all of the irreducible H-submodules of VH. 

4.3 Schur's Lemma 

This section is more a foreshadowing of Chapter 5 than a 

continuation of material in Chapter 4. Still, getting some 

of the very technical computations done here will facilitate 

a smoother flow of results about characters in Chapter 5. 

We first record some definitions and properties (without 

proof) of the trace of a matrix or linear transformation. 

~ Definition: If A = (aij) is any nxn matrix over a 

field F, the we denote the trace of b by tr(A) and tr(A)= 
n 

I aii· 
i = 1 

~ Theorem: For nxn matrices A, B over F and A E F: 

1 . t r (AA) = A t r (A) ; 

2. tr(A + B) = tr(A) + tr(B); and 
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3. tr(AB) = tr(BA). 

A direct consequence of 3 above is 

..1........l.2. Corollary: If A E GL(n, F) (i.e. A is invertible), 

then tr(ACA- 1 ) = tr(C) for an nxn matrix Cover F. 

~ Definition: If V is a finite dimensional vector 

space with basis Band T is any linear transformation on V, 

then we define the trace Qf T by tr(T) = tr[T]B. 

From definition 4.13 and corollary 4.12, we have that 

tr(T) does not depend on the choice of basis for V. 

For the proof of Schur's lemma, it is also necessary to 

recall that AE F is an eigenvalue of T if there exists a 

V E V with v ":t; 0 and T (v) = Av. 

We shall need the following properties of eigenvalues: 

.1........1..1. Theorem: If T is a linear transformation on V over
 

F, then tr(T) is equal to the sum of the eigenvalues of T 

counted with their multiplicities. 

.1.......l..5. Theorem: If A is an eigenvalue of an invertible 

linear transformation T, then A-1 is an eigenvalue of T-1 . 

4.16 Lemma: (Schur) Let pl : G ~ GL (V1 ) and 

p2: G ~ GL(V2 ) be irreducible representations of Gover F 

~. Let f : V 1 ~ V2 be a linear transformation such that 

p2(S) Of = f pl(s) for all s E G. Then:0 

~ If pl and p2 are not equivalent, then f = 0; and 

@ I f V 1 = V2 and p 1 p2, then f is a scalar mUltiple of the 

identity map on V 1 . 
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Proof: We prove the contrapositive of CD. Suppose f * 
O. Let WI = ker f = {x E VI I f (x) = o}. If x E WI' then 

f(pl(S) (x)) = p2(S) (f(x)) = p2(s) (0) = O. So for x E WI, 

pI (s) (x) E WI and WI is invariant under pl. 

Since VI is irreducible, either WI = {OJ or WI = VI. 

But if WI = VI, then f = 0, contrary to our assumption. So 

WI = {OJ, which means that f is one-to-one and an 

isomorphism of VI into V2. 

Now let W2 = 1m f = {f(x) X E VI}. For y E W2, 

there is an x E VI such that f (x) = y. So, for s E G, 

(p2(s) 0 f) (x) = p2(s) (y) = (f pl(s)) (x) = f(pl(s) (x» E W2.0 

Hence, W2 is invariant under p2, so W2 = V2 or W2 = {O}.
 

But if W2 = {OJ, then f = O. It must be then, that W2 =
 

V2. Now f is an isomorphism of VI onto V2, whence (VI, pI) =
 

(V2 , p2) . 

For (V, suppose that VI = V2 and pI = p2. Let A be an 

eigenvalue of f. Define f' : VI ~ V2(= VI) by f' = f- A 

(=f - AIdv ). Now since A is an eigenvalue of f, there is a 

v E VI with v * 0 and f(v) = Av. Then f' (v) = f(v) - AV 

AV - AV = O. So v E ker f' and ker f' * {O}. 

But we also have, for any s E G and any v' E VI = V2, 

(p2 (s) f') (v') = p2 (s) (f' (v'» = p2 (s) ((f - A) (v'» 

p2 (s) (f (v') - AV') = (*) p2 (s) (f (v'») - p2 (s) (AV'). On the 

other hand, (f' 0 pI (s» (v') = (f - A) (pI (s) (v'» = 

f(pl(s) (v')) - Apl(s) (v') = (**)f(pl(s) (v')) - pl(s) (AV'). 
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Comparing (*) and (**), p2(s) (f(v')) = f(pl(s) (v')) by 

hypothesis. And, since pI = p2, we have p2 (s) Ow' ) 

0pI (s) Ow'). Therefore p2 (s) f' = f' 0 pI (s) . 

Now we may argue as in the proof of ~that the ker f' 

is invariant under pI, and since ker f * {OJ, then ker f' 

VI. Hence, f' = 0 and so, by definition of f', f = A, a 

scalar multiple of the identity. 0 

We shall prove three corollaries to Schur's lemma. Two 

of them involve quite technical matrix computations, but will 

be most useful in the discussion of characters. 

4.17 Corollary: Let (V1 ,pl) and (V2, p2) be irreducible 

representations of Gover F =~. Let h * 0 be a linear 

transformation of VI into V2 and define: 

h ' _1_ '" 2 -1 1 
= IGI L.J P (t) oh op (t). 

t E G 

Then: 

~ If pI and p2 are not equivalent, then h' = 0; and 

@ If VI = V2 and pI = p2, then h' = ~ tr(h), where 

n = dim VI. 

Proof: 

~ Clearly, h' is a linear transformation from VI into V2. 

We need that p2(S) 0 h' = h' 0 pl(s) for all s E G. Note that 

p2(S)-1 0 h' 0 pl(s) 

( _1_ '" 20p2(S)-1 IGI L.J P (t)-l o h pI (t) ) pI (s)0 0 

t E G 
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1 
0 0 0 0p2(S)-1 p2(t)-1 h p1(t) p1(S)

IGI L 
t E G
 

1
 
IGI 

L p2 (t S) -1 0 h 0 p1 (t S) . 

t E G 

Now, as t runs over the elements of G, so does the 

product ts. So I~I I p2(ts)-1 h p1(ts) = h'. Hence,0 0 

t E G 

h' p1 (s) = p2 (s) h'. So we can apply part ill of Schur's0	 0 

lemma with f = h'. Therefore h' = O. 

For (V, let h' = A, a scalar multiple of the identity. Now we 

apply some properties of the trace of a linear transforma

tion: Since p1 = p2, 

tr h' = tr (I~I L p1(t)-1 0 h p1(t))0 

t E G 

1	 1L tr(p1(t)-1 hop1(t))	 tr(h) tr (h) .0IGI	 IGI L 
t E G	 t E G 

On the other hand, since A is a scalar multiple of the 

identity, tr(h') = tr(A) = nA, where n = dim	 V1 . Comparing 
1 

the two expressions for tr(h'), we have A =	 ~ tr(h). 0 

Now let B1 and B2 be bases of V1 and V2, respectively. 

The particular bases chosen have no bearing on the results 

that follow. We choose them simply because the matrix 

representations corresponding to p1 and p2 must be computed 

relative to some basis. For t E G, let [pl(t)]Bl = (aij(t)) 

and [p2(t)]B2 = (akl(t)). 
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The matrices of the linear transformations hand h' from V1 

into V2 depend on both B1 and B2. So let [h]Bl,B2 = (Xki) and 

[h']Bl,B2 = (x' ki) . 

Then the k, i entry of (X'ki) is, by definition of h' : 

_1_ -1
(4.18)	 x'ki = IGI ~ akl (t )x1jaji (t). The composition 

t, J, 1 

of maps is now expressed as matrix multiplication. The 

products ak1(t-1)aji(t) can be considered as coefficients in a 

linear form with respect to X1j' 

We can now state the second corollary to Schur's lemma. 

~ Corollary: Let p1, p2, h, and h' be as in 

corollary 4.17. Suppose pl and p2 are not equivalent. Then 

1
 
~ak1(t-1 )aji(t) = 0 for all k, 1.
""	 i, j,IGI 

t E G 

Proof: Under these hypotheses, corollary 4.15 gives 

h' = O. So X'ki = 0 for all k and i. This means that each 

term on the right side of equation 4.18 is zero. Since 

h ':t: 0, we must have the products akl (t-1 )aji (t) = o for all j and 1; 

1 
whence "" )aji(t) = 0 for all i, j, k, and 1.~ak1(t-1	 0IGI 

t E G 

And finally: 

~ Corollary: Let p1, p2, h, and h' be as in 

corollary 4.17. Suppose Vl = V2 and p1 = p2. Let n = dim V1 . 

Then: 

11 
~ -1	 ; if k = i and 1 j"- ak1 (t ) aji (t) 1..	 Oki01jIG I n {t. j. 1 o otherwise 
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PrQQf..;.. By corollary 4.17, h' =1... So x' k'1. = AOk'1. • But 
n1 1 1-A = n tr (h) = L Xjj = ~ L,Oki01j. Then: . x' ki = 0kiA n j=l 1,)
 

1 n 1
 
(*) - LOki01jX1j; another linear formOki ( ~ L, Olj X1j) n 1,j1, ) 

with respect to X1j. 

For any 1, j, let us now equate the coefficients from (*) 

and equation 4.18 
I

1 ;:;- if k = i and 1Lakl(t -1 )aji(t) 1 Oki01j j .0 
IG I n { o otherwise

t E G 

It will soon be evident in Chapter 5 that these results 

will yield much information about representations. 
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Chapter 5
 

Character Theory
 

5.1 Definition and Basic Properties 

In the hypotheses of Schur's lemma (4.16) we let F = ~, 

the field of complex numbers. We shall continue with that 

assumption. The following definition will result in much 

information about group representations and their irreducible 

constituents. 

~ Definition: Let p: G ~ GL(V) be a representation 

of Gover F. Then the character Qf (or afforded ~ ) p is the 

mapping X: G ~ F given by X(s) = tr(p(s)), for all s E G. 

We can already begin to see the importance of characters 

in: 

~ Theorem: Let (Vl , pl) and (V2, p2) be equivalent 

representations of G with characters Xl and X2, respectively. 

Then Xl(S) = X2(S) for all s E G, i.e., equivalent 

representations have the same characters. 

Proof: Since pl ~ p2, there exists a vector space 

isomorphism a : V l ---> V2 such that a 0 pl (s) = p2 (s) a, for0 

all s E G. That is, 

0pl (s) = a-l p2 (s) 0 a. 

So, tr(pl(s)) = tr(a- l p2(s)o a). But from the properties0 

of trace (corollary 4.12 and definition 4.13),
 

tr(a-lo p2(S) a) = tr(p2(s)). Hence Xl(s) = X2(s) for all
0 
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S E G. 0 (The converse of this theorem is true and its proof 

will be given later.) 

Let us also get our first insight into the behavior of 

characters of subrepresentations: 

~ Theorem: Let (V,P) be a representation of G with 

G-subspaces WI and W 2 such that V = WI ED W2· Let X, Xl 

and X2 be the characters of V, WI, and W 2 , respectively. 

Then X = Xl + X2· 

Proof: As in section 3.3, appropriate bases B, BI, B2 

for V, WI, W 2 (resp.), can be found so that: 

[pWl(g)JBl o 
[P(g)lB for all g E G. 

o [pW2(g)JB
2 

Now simply note that the trace of the left-hand side is X(g), 

while the trace of the right-hand side is XI(g) + X2(g). 0 

Also as in section 3.3, this result may be extended to 

any finite number of G-subspaces of V. 

We close this section with a lemma that will be called 

on from time to time: 

~ Lemma: Let X be the character of representation 

(V,P) of degree n. Then: 
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~ X(lG) = n where 1G is the identity of G; 

® X(s-l) = X(s) for all s E G, where X(s) denotes the 

complex conjugate of X(s); and 

@ X(tst- l ) = X(s) for all s, t E G. 

Proof: 

~ Since P(l) = Idy, we have X(l) = tr(Idy) = n. 

® For all s E G, P(s) is an element of the group GL(V). If 

the order of s EGis m, then the same is true of P(s) : 

[p(S»)ffi p(Sffi) = Idv . If Al, ... ,An E Yl are eigenvalues 

of p(s) with eigenvectors VI'" .,Vn , then 

(P (s) ) ffi (vi) = A: vi = Vi' for i = 1, .. , n . 

thHence, A: = 1, or Ai is an m root of unity. But this means 

that IAi I = 1 and 1..-1 
i = -

Al . Then: 

n n 

Xes) = tr(p(s)) = ( IAi) = I Ai = I A-1 
1 
. = tr(p(s)-l) 

i=l i=l i=l 

n 

-1 -1=tr(p(s )) =X(s ).
 

We have used theorems 4.14 and 4.15 in the above string of
 

equalities.
 

@ We have that X(tst- l ) tr(p(tst-l )) =
 

tr(p(t) P(s) 0 p(t)-l) tr(p(s») = X(s) from the properties
0 

of the trace function. 0 

5.2 The Space of Class Functions 

Any function f G ---t ri! such that f (tst -1) = f (s), for 

s, t E G, is called a class function. The name is due to the 
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fact that f is constant on the elements of a given conjugacy 

class of G. The character X of any representation of Gis, 

therefore, a class function. We seek to impose a vector 

space structure on CFG = {f I f is a class function on G}, 

which contains the characters of G as a subset. 

Let f, h E CF G and s E G. Define f + h by (f+h) (s) 

f(s) + h (s). Then if t, s E G, (f+h) (tst-1 ) = f(tst-1 ) + 

h (tst-1 ) = f (s) + h (s) = (f + h) (s) Hence f + h E CFG. 

Also, for a E F = ca, f E CFG, s E G, define af by (af) (s) 

a(f(s». Then, for t, s E G, (af) (tst-1 ) = a(f(tst-1 ) = 

a(f(s) ) (af) (s). So af E CFG. 

We will omit the routine verification of the vector 

space axioms for CFG. However, there is much more to say 

about this space. 

Define ( , : CFG x CFG ~ 'f? by: (f , h) 

1 1: f(t) h(t) where f, h E CFG.
IG I 

t E G 

~ Theorem: For any f,h,k E CFG, a, ~ E F, we have: 

CD (f,h) = (h,f);
 

GD (f,f) ~ 0 with equality iff f 0; and
 

QD (af + ~h,k) = a(f,k) + ~(h,k)
 

That is, ( , is an inner product on CFG.
 

Proof:
 

Let f,h,k E CFG, a, ~ E F.
 

1
CD (h, f) = 1(;1 1: h(t) f(t) 
t E G 
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1_1_ L h(t) f(t) I h(t) f(t) (f,h) .
IG 1IG It E G t E G 

® (f, f) 
1 

f(t) f(t) Since f G ~V?, f(t) = aI
1 G 1 

t E G 

+ bi and f(t) = a - bi for t E G and some a, b E ~. 

Hence, each term of the sum I f(t) f(t) has the form 

t E G 

a 2 + b 2 ; so (f,f) ~ O. Further, the sum is zero iff each term 

is zero iff f(t) f(t) = a for each t E G iff f(t) = a for all 

t E G. 

1
@ (af + ~h,k) I (af + ~h) (t) k (t)

IG 1 

t E G
 

1
 I (af(t) + ~h(t)) k(t)
IG 1 

t E G 

1 
( af (t ) k (t ) + ~h (t) k (t) )

IG I I 
t E G 

al~1 I f(t) k(t) + ~I~I I h(t) k(t) 
t E G t E G 

a(f,k) + ~(h,k). 0 

Any inner product as defined above also has the 

following property: 

.5.........Q. Corollary; If f, h, k E CFG and a,~ E F, then 

(f,ah + ~k) = a (f,h) + P(f,k). 

An important observation is necessary before making the 

connection between the inner product above and characters. 

The vector space CFG is actually a subspace of 
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A = {all functions from G into W}. For instance, from 

corollaries 4.19 and 4.20, ak1(t -1 ) and aji(t) are elements of 

A. 

Furthermore, theorem 5.5 never uses the fact that f, h, 

and k are class functions. The inner product as defined here 

holds for all elements of A. 

Now let (V,P) be an irreducible representation of G of 

degree n with character X. In this case, we call X an 

irreducible character. Let P(t) be given in matrix form by 
n 

(aij (t)) for t E G. Then X (t) = Iaii (t) . 

i = 1 

1
Consider the inner product (X~) = I X(t) X(t) .IGI 

t E G 

(i)\ -1By lemma 5.4 ~, X(t) = X(t ), so (X,X) 

1 
IGI I X(t)X(t-1 ) Now using the definitions of X and 

t E G 

( , ), along with theorem 5.5 and corollary 5.6: 

n n 
1

(X,X) 
IGI I ( I aii (t)) ( I ajj(t-1)) 

t E G i = 1 j = 1 

n n 
L a··(t-1 ) )( Laii(t), , JJ 

J = 1
 

i = 1
 
n n


( L aii (t) , I ajj (t-1 ) )
 
i = 1 j = 1
 

n n
 
1

L ( aii (t), ajj (t-1 ) ) L ( I aii (t) ajj (t-1)) .IGIi, j i, j t E G 
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We may now apply corollary 4.20 since we have p p1 = 

1 ~ -1 1 s: .p2 and V = V1 = V2 . Hence, L au(t)ajj(t ) - ui]·IGI n 
t E G 

Finally, then: 
n

(X,X) = L 1. bij 1 
i, J

.n n 

So we have proven: 

~ Theorem: If X is the character of an irreducible 

representation of G, then (X,X) = 1. 

Since equivalent representations have the same 

characters (theorem 5.2), we immediately have: 

..5.........8. Corollary; If X and 'l' are irreducible characters of 

equivalent representations of G, then (X,'l') = ('l',X) = 1. 

On the other hand suppose X and 'l' are irreducible 

characters of two representation p1 and p2 of G that are not 

equivalent. For t E G, let p1(t) and p2(t) be given in 

matrix form by (aij(t)) and (akl(t)), respectively. Now we 

may argue as in the proof of theorem 5.7 and arrive at: 

n 
1(X, 'l') = L ( L aii(t)all(t-1 ) ) .

IGIi,l t E G 

But corollary 4.19 applies and we have 

-1L au ( t)all(t ) o for all i, 1.
IG I 

t E G 

Hence, (X, 'l') o and we have shown: 
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~ Theorem: If X and ~ are irreducible characters of 

two nonequivalent representations of G, then (X,~) = O. 

Theorems 5.7 and 5.9 give us orthogonality relations for 

the characters in CFG. From theorem 5.7, we have that the 

norm of an irreducible character X, I IXI I, is I IXI I = -'-i (X,X) 

1. And in theorem 5.8, we say that X and ~ are orthogonal 

since (X,\p) = O. 

5.3 Applications of the Orthogonality Relations 

Let V be a representation of G. We know from Maschke's 

theorem(4.2) that V can be written as V = WI EB W2 EB ... 

EBWkr where Wi, i = 1, k, is an irreducible represen

tation of G. If we fix one of the irreducibles and call it 

W, we can then ask: how many of the Wi are equivalent to 

W? This is answered in: 

~ Theorem: Let V, W, and the Wi , i = 1, .. . ,k, be 

as above. Let V have character ~ and W have character X. 

Then the number of Wi equivalent to W is (~,X). 

Proof: Let Xi be the character of Wi, i = 1, ... , k. 

By theorem 5.3, ~ = Xl + X2 + '" + Xk' So by the linearity 

of the inner product (theorem 5.5 QD), (~,X) = (Xl' X) + 

(X2, X) + '" + (Xk'X), But each term of the sum is 0 (if Wi 

is not equivalent to W) or 1 (if Wi is equivalent to W) 

Hence (~,X) equals the number of Wi equivalent to W. 0 

Now since (~,X) does not depend on the decomposition of 

V, we immediately have: 
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~ Corollary; The number of VVi equivalent to VV is 

independent of the chosen decomposition of V. 

We call (~,Xi) the multiplicity of Xi in ~ or, more 

intuitively, the number of times that VVi is contained in V. 

In fact, if we let Xl'" "Xh be the distinct irreducible 

characters corresponding to VV l , ... ,VVh (we are possibly 

changing some subscript from above), and let mi = (~,Xi),i 

1, ... ,h, then we can write: V = mlVV l ffi... ffimhVVh' 

Each miVVi represents the direct sum of the irreducible 

representations equivalent to VVi. Furthermore, we can also 

write: 

~ = mlXl + ... + mhXh; which yields: 

~ Corollary: Keeping the notation above, (~,~) 

h 

ZL mi
i = 1
 

Proof:
 

(~,~) = (mlXl + mZX2 + ... + mhXh' mlXl + ... +mhXh); of which 

the only non-zero terms are: 

mImI (Xl,Xl) + m2m2(X2,XZ) + + mhmh (Xh, Xh) 
n 
~ Z, , ••

mImI + m2m2 + ... + mhmh = ~ mi , Slnce mi 1S a pos1t1ve
 
i = 1
 

integer for each i 1, ... ,h.O 

The harvest of results from theorem 5.10 is rich indeed. 

Another is the converse of theorem 5.2: 
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~ Theorem: If two representations of G have the same 

character, then they are equivalent. 

Proof: Let VI and V2 be representations of G with 

character~. Let VI,' .. , V r be the set of all nonequivalent 

irreducible representations contained in VI or V2 (i.e., 

equivalent representation contained in VI and V2 are denoted 
r 

by a single Vi, i = 1, ... , r) . Then VI "" EB aiVi and 
i=1 

r 

V2 "" EB biVi; ai, bi integers. 
i=1 

So ~ = I
r 

ai Xi = I
r 

bi Xi , where Xi is the 

i = I i = I 

character of Vi' But by theorem 5 .10, (~,Xi) = ai = b i for 
r r 

each i=l, ... , r; whence EB aiVi EB biVi. Thus VI "" V 2 . 0 
i=1 i=1 

Also, a direct consequence of corollary 5.12 is a 

criterion for irreducibility: 

~ Theorem: Let ~ be the character of a 

representation V of G. Then (~,~) = 1 iff V is irreducible. 

Proof: Let V = mlWI EB... EBmhWh where Wi is 

irreducible and mi is the number of times that Wi is 
h 

contained in V. Then (~,~) = I mi 2 
= 1 iff mj = 1 for some 

i = I 

l~j~h (and all other terms are 0) iff V = Wj. 0 

We can glean more useful results from the character of 

the regular representation of G as described in section 2.3. 
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Denote the regular representation by (FG,PR) and recall that 

its degree is IGI . Using the elements of G as a basis for 

FG, we wrote the matrices of PR as: 

[P ( s) ] G = ( ogi , s g j ) for s E G. 

Now denote the character of PR by XR and we have: 

XR(S) = tr([p(s)]G) for s E G. 

But (Ogi, sgj) is a permutation matrix. The jth column will 

have a 1 in the jth row (i.e. on the diagonal) iff gj = sgj 

iff s = IG' the identity of G. 

~ Theorem: With the above notation, 

XR (lG) = IGI and XR (s) = 0 if s * IG. 

Proof: By the preceding comments, 

degree of PR IGI if s IG .0tr([p(s)]G) { o if s * IG 

In chapter 6, we will describe all of the irreducible 

representations of some groups by displaying their characters 

in an organized table. It is desirable, then, to have some 

place to look for irreducible representations, and how many 

of each to expect. 

~ Theorem: Every irreducible representation VVi of G 

is contained in the regular representation of G with 

multiplicity equal to its degree ni' 

Proof: Let XR be the character of the regular 

representation of G and let Xi be the character of VVi. 
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By theorem 5.10, the number of times that VVi is contained in 

the regular representation is: 

(XR, Xi) = IG1 
I 2, XR (t ) Xi (t -1 ) 

1 
I G I Xd1G) Xi (lG)IGI 

t E G 

ni, since t = 1G gives the only non-zero term of the sum. 0 

We should note that saying any irreducible represen

tation VVi is contained in the regular representation is 

intended in the broader sense that VVi is equivalent to an 

irreducible representation contained in the regular 

representation. There are yet other results related to 

theorem 5.16 which will aid us in determining the characters 

of the irreducible representations. Let {VV 1 , . .• ,VVr } be all 

of the nonequivalent irreducible representations of G and let 

ni and Xi be the degree and character of VVi, respectively. 

~ Corollary: With the hypotheses above: 

r 

CD 2, ni2 
= IG I; and 

i = 1 
r 

@ 2, niXi (s) = 0, where s E G but s ~ 1G. 

i = 1 

Proof; CD If XR is the character of the regular 
r 

representation of G, then XR(S) = 2, niXi(s) for all S E G. 
i = 1 

r r 

In particular, if s IG; XR (lG) = 2, niXi (lG) 2, nini 
i = 1 i = 1
 

r
 

22, ni ; where Xi(lG) ni from lemma 5.4 CD.
 
i = 1
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On the other hand, theorem 5.15 gives XR(lG) = IGI. 

~ Let s E G but s * IG. Then XR(S) = 0 (theorem 5.15) and, 
r 

hence, I niXi (s ) O. 0 

i = 1 
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Chapter 6
 

Applications of Characters
 

6.1 Conjugacy Classes
 

and
 

Irreducible Representations
 

In section 5.2, we introduced the vector space CFG, the 

space of class functions on G. That is, CFG ={fl f(tst- l ) = 

f(s) for all Sf t E G}. Included in CFG are the characters 

of any representation of G. In particular, {Xl' X2 " ·,Xh }, 

the complete set of characters of nonequivalent irreducible 

representations is a subset of CFG. We intend to show that 

this subset is, in fact, an orthonormal basis of CFG. First, 

a somewhat technical lemma is needed: 

~ Lemma: Let f E CFG and let (V,P) be a 

representation of G. Define a linear transformation 

P(f) : V ~ V by P(f) = L f(t)P(t). If V is irreducible 
t E G 

of degree n and character X, then p (f) A,a scalar multiple 

of the identity and: 

IGIA = 1 L f (t)X(t) = ~ (f,X).n 
t E G 

Proof: We will apply part GD of Schur's lemma (4.16), 

but we must have P(f) 0 P(s) = P(s) P(f) for s E G. To that0 

end, we compute: 
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p(S)-l P(f) 0 P(s) = p(S)-l L f(t)P(t) 0 P(s) =0 0 

t E G 

L f(t) (p(S)-l ° P(t) 0P(s)), since f(t) is just a scalar and 
t E G 

P(s) and p(s)-l do not depend on t E G. Now, since p is a 

-1 group homomorphism, L f (t) (P (s) P (t) ° P (s)0 

t E G 

I. f (t) P (s-lts). Now substitute u = s-lts noting: (i) then 
t E G 

t = sus l ; and (ii) as t runs over the elements of G, so does 

u. So we have: 

0p-l(S) ° P(t) P(s) = L f(sus-l)P(u) 
U E G 

L f(u)P(u) = P(f), since f E CFG. Hence, p(f) 0P(s) = P(s) 
U E G 

° P(f), and we may apply part GD of 4.16.
 

Then P(f) is a scalar A and tr(p(f)) = tr(A) nA. By
 

theorem 4.11 GD, tr(p(f)) = tr( L f(t)p(t))
 
t E G 

L f(t)tr(p(t)). But tr(p(t)) = X(t). So, setting the two 
t E G 

expressions for tr(p(f)) equal to each other: 

nA= L f(t)tr(p(t)) L f(t)X(t) => A 
t E G t E G 

1 - L f(t)X(t). Finally, by definition of ( , ),n 
t E G 

-1 L f(t)X(t) l§.l (f,n.an n 
t E G 

Now we can prove: 

~ Theorem: The set {Xl' X2 ' . • ,Xh } forms an orthonormal 

basis of CFG. 
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Proof: From the orthogonality relations, we already 

know that {Xl'" .,Xh } is an orthonormal set, i.e., 

if i=j 1 
(Xi,Xj) = {~ otherwise (Xi,Xj) IG I L Xi (t) Xj(t)Then
 

t E G
 

I if i=j
 
(Xj,Xi) { o otherwise
 

So B = {Xl' X2"'" Xh} is also an othonormal set in CFG. 

We will actually show B is a basis of CFG by establishing 

that the only element of CFG orthogonal to the Xi' i = 

1, ... ,h, is the zero class function. 

So let f E CFG be such that (f,Xi) = 0, i=I, .. . ,h. Let 

(V,P) be any representation of G and define P(f): V ~ V by 

P(f) = L f(t)P(t). There are two cases to consider: 
t E G 

(i) If (V,P) is irreducible, then by lemma 6.1, P(f) = 

I~I (f,X), where X is the irreducible character of (V,P) 

Then P(f) = 0 since (f,X) = 0; 

(ii) If (V, P) is reducible, let Wl, ... , Wk be the 

nonequivalent irreducible constituents of V, with characters 

Xl' .. ,Xk ' k ~ h. Then, by lemma 6.1: 

lHP(f) I Wi = L f(t)Plwi(t) = (f,XJ, = 0 for all in 
t E G 

1, ... ,k. Since P(f) = 0 on each Wi, then P(f) = 0 on all of 

V. SO we have, in either case, p (f) = O. 
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Finally, we show P(f) = 0 implies that f = O. We do so 

in (FG,PR), the regular representation of G, since it 

contains every irreducible representation of G. Let 9i be a 

basis element of FG. Then: 

PR ( f) (gi ) = L f (t ) PR (t) (g i ) L f (t) (t9i) . 
t E G t E G 

On the other hand, P(f) = 0 in any representation, so 

PR(f) (9i) = O. This can only be true if f(t) = 0 for all 

t E G. Hence, f = O. 

So we have that B (Xl' ... , Xh}' is an orthonormal basis 

for CFG. But {Xl" .. ,X } is a set of h orthonormal functionsh 

in CFG, so they must also form an orthonormal basis. Q 

Having determined one basis of CFG, we shall immediately 

construct another! The comparison of the two bases will give 

us a final important result that we need to write down all of 

the irreducible characters for some specific examples. 

From group theory, we know that t, t' E G are conjugate 

1provided there is an s E G such that t' = sts- . Conjugacy 

is an equivalence relation and, thus, partitions G into 

distinct equivalence classes. Denote the classes by 

G1 , G2,···, Gk . 

If f E CFG, then f(t') = f(sts- 1 ) = f(t), i.e., f is 

constant on a given Gi' i=l, ... ,k. Denote the value of f on 

Gi by Ai' 

Now define functions f 1,f2 , ... ,fk : G ~ V? by: 
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1 if t E Gi 
f i (t) = { o if t E Gj j:;t:i 

Is such a function a class function?
 

For s, t E G, sts-I E Gi iff t E Gi· So, for i =
 1, ... ,k: 
I{1 {1if sts- E Gi if t E Gi 

f i (sts- I ) = G ':;t:' = fi(t)o if sts-I E Gj j:;t:i = o if t E j J 1 

Hence, fi E CFG for all i = 1, ... k. 

Furthermore, it is clear that the f i are linearly 

independent. And, finally, any f E CFG can be uniquely 

written as a linear combination of the f i over~. For if 

t E G, then t E Gi for some i=l, ... ,k and f(t) = 0 fl(t) 

+ ... + Aifi(t) + ... + 0 fk(t) = Ai' 

So we have that {fl , ... ,fk } form a basis of CFG. (This 

really amounts to nothing more that the standard basis for 

this space.) Hence, the dimension of CFG is equal to the 

number of equivalence classes of G. But, by theorem 6.2, 

dim CFG is precisely the number of nonequivalent irreducible 

representations of G. We have shown: 

~ Theorem: The number of nonequivalent irreducible 

representations of G is equal to the number of conjugacy 

classes of G. 

~ Corollar~: G is abelian iff all irreducible 

representations of G have degree 1. 

Proof: G is abelian iff G has IGI classes iff G has IGI 

nonequivalent irreducible representations (denote their 

72
 



degrees by nl, ... ,nIG/) 
IGI 

L ni 2 
• 0 

i=l 

1,iff ni 1, .. ,IGIi since IGI 

6.2 Character Tables 

A character table displays all of the irreducible 

characters of representations of G. If GI , ... ,Gh are the 

distinct classes of G, let us pick a representative element 

9i E Gi for each i = 1, ... ,h. Let {Xl'" ·,Xh } be the 

corresponding set of characters of nonequivalent irreducible 

representations of G. Then the character table of G has the 

following form: 

Xl 

X2 

Xh 

gl g2 gh
 

Xl (g1 ) Xl (g2) Xl (gh)
 

X2 (gl) X2 (g2) X2 (gh)
 

Xh (gl) Xh (g2) Xh (gh) 

The regular representation FG of G will be a useful 

guide in constructing the table, as it contains equivalents 

of every irreducible representation of G. In particular, 

recall from section 3.1 that if IGI ~ 2, it will always have 

an irreducible representation of degree 1. In the regular 

representation, the invariant 1-dimensional subspace is 
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generated by the element x = I g, and is called the unit 
g E G 

representation. It occurs, of course, with multiplicity 1. 

Some of the techniques for determining other irreducible 

characters are perhaps best seen by example. 

CD As in example GD of section 2.3, let G = S3. There are 

three nonequivalent irreducible representations since {(I)}, 

{(12), (13), (23)}, and {(123), (132)} are the three conjugacy 

classes of G. The character of the class {(I)} is easy: 

X.(l) = n., where n. is the degree of the representation 
~ ~ ~ 

corresponding to Xi' As representatives from the other two 

classes, let g2 = (12) and g3 = (123); remembering that the 

resulting characters are independent of the choice of 

representatives. 

We know that G has at least one representation of degree 

1, i.e., the unit representation. Are there any others? If 

P is any representation of G of degree 1, then P(g) = A E ~ 

for 9 E G. But then we also have [P(g)] = [A], so the 

character of P(g) is Xp(g) = A = P(g). That is, for degree 1, 

the character can be thought of as the representation. 

In our case, g22 = (1) and g33 = (1), so X (g22) = p
 

(X (g2) ) 2 = 1 and X (g/) = (X (g3) ) 3 = 1. Hence, X (g2)
p p p p
 

± 1, and X (g3) = 1, e (27ti) /3, e (47ti) /3.

p 

However, there is another relationship between g2 and g3: g2 g 3 

g/g2' So X (g2 g 3) = X (g/g2); which gives X (g2) X (g3) = p p p p 
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(X (g3)) 2 X (g2)'p p 

Hence Xp (g3) can only be 1, eliminating the two complex 

roots above. But since Xp (g2) has two values, we will have 

two nonequivalent irreducible representations of degree 1. 

So far, then, the character table for G = S3 looks like this: 

gl = 1 g2 g3 

Xl I 1 1 1 

X2 I 1 -1 1 

X3 X3 (gl) X3 (g2) X3 (g3) 

The character Xl corresponds to the unit representation, 

while X2 is from the alternating representation of example @ 

in section 1.2. In the regular representation, the one-

dimensional subspace of the alternating representation is 

generated by I (±) g g; where (±) g is + if 9 is an even 
g E G 

permutation and - if it is odd. 

Now, the degree (and multiplicity) of the representation 

corresponding to X3 is n3 where 1 + 1 + n3 2 = 6. Thus, n3 = 
3 

2.	 Then X3 ((1)) = 2. And from corollary 5.17, LniXi(g2) 

i = 1 
3 

a and LniXi(93) O. These yield X3 (92) a and X3 (g3) -1. 
i = 1 
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So we now have the complete character table for S3: 

Xl 

X2 

X3 

1 = g1 g2 g3 

1 1 1 

1 -1 1 

2 o -1 

GD As a second example, let us consider 04, the dihedral 

group of order 8. This group is usually thought of as the 

group of all symmetries of a square. It consists of 
n 

rotations about the center through an angle of 2' together 

with reflections about four lines forming angles which are 
n 

multiples of 4. These are just the rotations and reflections 

then each element of D4 can be uniquely written as either r 

which preserve the square. If r is such a rotation and s is 

anyone of the reflections (e.g., about the horizontal axis), 

k 

kor sr for k = 0, 1, 2, 3. (Note, then, that 04 has a cyclic 

subgroup of order 4.) 

Furthermore, as with S3, the relationships among the 

generators of the group are vital in determining the 

irreducible characters of degree 1. For 04 we have: 

r 4 l= 1; s2 = 1; and srs = r- . 

So if P is any irreducible representation of degree 1, 

7tiXp (r 4 ) = (X
p 

(r))4 = 1. Then Xp(r) = 1, -1, e(7til/2, e . 
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1 

And X p (s2) (Xp (S))2 = 1, yielding Xp(s) = ± 1. From srs = 

r- , we have (sr)2 = 1. So X p (s r) = ± 1, from which we glean 

Xp (s) ± Xp(r)-l. But since Xp(s) = ± 1, we must have,
 

Xp (r) ± 1, and we eliminate the imaginary values for Xp(r) .
 

By taking all combinations of ± 1 for Xp(s) and Xp(r), we 

obtain four irreducible characters of degree one for D4. 

They will be denoted by Xl' and X4 in the table.X2' X3' 
h 

2Now we know that L ni = 8, where the ni are the 
i = 1 

degrees of nonequivalent representations. Hence, there is 

one representation of degree 2 not yet accounted for. Let 

its character be XS' Then Xs (r 4 
) = XS(ro) = Xs (1) = 2. For 

5 

any other element g of D4, L niXi (g) = 0, and we can write 
i = 1 

down the complete character table. For k = 0, 1, 2, 3: 
I 

k k r sr
 

Xl I 1 1
 

X2 1 -1
 

X3 (_1)k (-1)k 

X4 I (_1)k (-1) k+l
 

(_1)k+l
Xs I -1 + 0 

The group D4, then, must have 5 equivalence classes. 
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Chapter 7
 

Induced Representations
 

7 . 1 Basic Notions and Examples 

Given any representation of a group G, we can obtain a 

representation of a subgroup H of G by a simple restriction 

(cf. Def. 4.4). It is a bit more complicated to reverse the 

process. That is, starting with a representation of H, we 

shall "extend" to a representation of G. 

Recall that if g E G and H is a subgroup of G, then Hg 

{hglb E H} is a right coset of H in G. Left cosets are 

. '1 l' IGI b h . d f .Slml ar y deflned. Let n = IHI e t e In ex 0 H In G. 

A couple of other elementary group theoretic results are 

used in this section, namely: 

~ n = the number of right (or left) cosets of H in G; and 

GD G may be decomposed into mutually exclusive and exhaustive 

right (or left) cosets. For instance, if G = 

Htl U Ht 2 U ... U Ht is a decomposition of G into rightn 

cosets, the elements tl' t2'" .,tn are called a system Qf 

representatives of the right cosets of H in G. 

Suppose that e : H ~ GL(m,F) is a matrix representation 

of H. We define an extension: 

e G ~ GL(m, F) by: 

_ {e(x) if x E H e (x) = 
Ornxm if x E G - H 
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Since the zero matrix is singular, 8 will not, in 

general, be a matrix representation of G. So we define a 

different map for x E G: ~(x) = 

- 18 (tlxtl- ) 
- 18(tlxt2 ) 

- -1
8(tlxtn ) 

Ohti x tj-l) ) 
- 18(t2xt l  ) 

- . -1
8 (tnxtl ) 

- -18 (tnxtn ) 

where the t 1 , t2' ... , t n are as in @ above. So ~(x) is an 

2 mn x mn matrix consisting of n submatrices each of size 

m x m. 

The proof that ~ : G ~ GL (mn,F) is a matrix 

representation of G is computational in nature and is 

facilitated by: 

~ Lemma: Let H by a subgroup of G and let 

t 1 , t 2 , ... , t be a system of representatives of the rightn 

cosets of H in G. Then for fixed i, j = 1, ... , nand 

x, Y E G, there exists at most one value of k (k=l, ... ,n) 

such that ti x tk-1 E Hand tkytj -1 E H. 

Proof: Actually, it suffices to show there is at most 

-1 ,one va 1ue of k (k = 1, ... ,n) such that t i x t k EH. For If 

there is such a value of k, it mayor may not be true that 

tkytj -1 EH. In either case, the lemma will be true. 
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So let k1 and k2 (k1, k2 = 1, ... ,n) be such that 

-1 -1 ' tixtkl E Hand tkxtk2 E H. Then tix and t k1 are In the same 

coset, as are tix and tk2. Hence, tkl and t k2 are in the same 

coset; which yields k1 = k2 since t k1 and t k2 were from the 

system of representatives. Q 

~ Theorem: Let x E G and i, j = 1, ... ,n. Then the 

rnap <I>: G ---) GL (mn , F) give n by <I> (x) = (e (t i x t j -1) ) (x E G, 

i, j 1, ... , n) is a matrix representat ion of G. 

Proof: Let x and Y be elements of G. Then <I> (x) <I>(y) 

n	 n 
~- 1 - 1~e(t1xtk-1)e(tkYt1-1) ~8(t1xtk- )8(tkytn- ) 

k=1	 k=l 

n	 . n . 
~- 1 - 1 ~- 1 - 1 
~e (tnxtk- ) 8 (tkyt1- ) ~8 (tnxtk- ) 8 (tkytn- )
 
k=l k=l
 

In general, the mxm submatrix in the i, j position of 
n 

<I> (x) <I>(y) is ~e(tixtk-1)8(tkYtj-1), i, j = 1, ... , n. 
k=1 

On the other hand, then mxm submatrix in the i,j 

position of <I>(xy) is 8(tixytj-1) = 8( (tixtk-1) (tkytj-1)) 

The theorem will be proved if we can establish that the 

corresponding submatrices of <I> (x) <I>(y) and <I>(xy) are equal. 
n 

In the sum	 ~e(tixtk-1)8(tkytj-1), the only non-zero matrices 
k=1 

-1	 -1 occur for values of k such that tixtk E Hand tkytj E H. 

This follows from the definition of 8 and the fact that 
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e: H ~ GL(m, F) is a matrix representation of H. From lemma 

7.1, there is at most one k (k = 1, ... ,n) such that 

tixtk-1 E Hand tkytj-l E H. This leaves us two cases: 

~Suppose there is no value of k (k = 1, ... ,n) such that 
n 

-1tixtk-1 E H and tkytj E H. Then	 Le (tixtk-1)8(tkytj-l) 
k=1 

-1 -1 -1Omxm. But we also have (tixtk ) (tkytj ) = tixytj E H => 

-e(tixytj -1) Omxm. Hence, in this case, the corresponding 

submatrices are equal.
 

@ Suppose there is exactly one value of k (k = 1, ... ,n) such
 

that tixtk-1 E Hand tkytj-l E H. Denote the value by kl.
 
n 

Then ~e(tixtk-l)e(tkytj-l) = e(tixtkl-1)8(tklytj-l) = 
k=1 

e(tixtkl-1)e(tklytj-l) = e((tixtkl-1) (tklytj-l)) = e(tix ytj-l) 

= 8(tixytj-1), since tixytj-l E H. Hence, the corresponding 

submatrices are equal. 

Therefore, in either case, we have ~(x) ~(y) ~ (xy) 

and the theorem is proved. 0 

This matrix approach to induced representations has the 

advantage of being intuitively straight forward. However, it 

is inconvenient to establish properties (e.g., that the map ~ 

is independent of the choice of the	 system of 

representatives) using matrices, so we will not attempt to 

do so here. 
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As an example of an induced representation, consider D4 

2 3as outlined in section 6.2. We have H {1, r, r , r } as a 

cyclic subgroup of D4 , so the index of H in D4 is 2. A 

representation of degree 2 of H is given by 8 : H ~ GL(2, ~) 

where: 

[ 1 0]. [ a -1]
8(1) = a 1 ' 8(r) = 1 a ; 

-1 
8(r2

) = [ a _~]; and 8(r
3

) = [-~ ~]. 
Let t 1 = rand t 2 = rs be a system of representatives of the 

right cosets of H in D4 . Then we have D4 = Hr UHrs where Hr 

Hand Hrs = {rs, r 2 s, r 3s, s}. Hence <1>: D4 ~ GL(4, ~) is 

a matrix representation of D4 • The matrices corresponding to 

rand s are computed below: 

8 (rrr- 1
) 8 (rr (rs) - ) 

<I> (r) =[
- - - 1 

]~e(rsrr- 1 ) e((rs) r (rs) -1) 

a -1 
02x21 a 

3[ 8(r) jj (r's r ) ] 

e(rs) e(r 3
) 

I a 1 
02x2 -1 a 

-8(rsr-)1 -8 (rs (rs) -1]) 
Similarly, <1> (s) ~ [ - -1 = 

8 (rssr ) e(rss (rs) -1) 
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1 a 

[ 
02x2 0 1 

-8 (rsr
-1

) 8(1) ] 

8 (1) 8(rsr -1) 
I 1 0 

02x2a 1 

7.2 Character of an Induced Representation 

We car. derive the character of an induced representation 

in a manner inspired by the construction in Section 7.1. Let 

~ be a matrix representation of a group G induced by the 

representation 8 of a subgroup H of G. Also let Xe : H ~ ~ 

be the character of 8 and let G = Ht 1 U Ht 2 U ... U Ht be a n 

decomposition of G into right cosets. 

Extend Xe to all of G by 

={xe (x) i f x E H 
Xe (x) a if x E G - H 

We may be tempted to stop here and simply write Xe (x) = 

X~(x), the character of $, for all x E G. But we must be 

careful about deciding that X~ (x) = a for x E G - H. We must 

allow for the possibility that t i x E Ht i for some i 

-1 -8-11, ... , n. In that case, tixt i E Hand tr( (tixt i ») may1lQ.t. 

be O. 
n 
,,- 1 

So let 'P (x) = L.Jxe (tixti - ) for all x E G. From the 
i=l 

definitions of 8 and Xe note that: Xe (tixti-1 ) 

n
 
- 1 ,,- 1
 

t r (8 ( t i x t i - )). So \f' (x) =L.JXe (t i x t i - )
 
k=l
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n 
L tr(e(tixti-1))) = tr($(x)) = X~(x)for all x E G. We
 

i=l
 

call X~ the character induced by Xe and write Ind ~ Xe' 

We can write the formula for ~(x) = X$(x) is a slightly 

different way. Recall that Xe (tixti- 1 ) can only be non

zero if t i x E Ht i . If t i x E Ht i , then ht i x E Ht i for all 

h E Hand Xe(tixti-1) = Xe ((hti)X(hti)-l) since tixti-1 and 

(hti)X(hti)-l are conjugate elements. Finally, since 

hxh-1 E H iff x E H, we may write: 

1 ~- 1 
X~ (x) LJxe (gxg- ) for all x E G.

IH I 
9 E G 

We conclude this section with a look back at the example 

(D 4 ) in Section 7.1. It is clear from the matrices that 

x~(r) = X$(s) = O. Similarly, in $(r2s), the submatrices on 

1the diagonal would be e(rr2sr- ) and e(rsr2s(rs)-1); each of 

the form e(tixti-1). But in both cases, tix e Hti. Hence, 

-1. 2Xe (tixti ) = 0 for l = 1, 2 and X$(r s) = O. 

But in $(r2), we do have tix E Hti for i = 1 and 2. In 

2particular, tir2ti-1 = r for i = 1 and 2. Then 

Xe (ti r2ti- 1 ) = -2, so X$(r2 ) -4. The characters of the 

other elements of this representation of degree 4 can be 

similarly computed. 

7.3 Induced Representation by Automorphism 

Automorphism representations corresponding to the matrix 

representations in Section 7.1 can be found as in Section 1.2. 
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However, we give a brief and direct description here of the 

conditions under which an automorphism representation of a 

group is said to be induced by a representation of a 

subgroup. The notation established will help us state and 

interpret the Frobenius reciprocity formula in the final 

section. 

Let G = t1H U t 2H U ... u tnH be a decomposition of G into 

left cosets and let (P,V) be a linear representation of G. 
G 

Then by definition 4.4, Res H p is a representation of H. 

G 
Now let VV be a subrepresentation of Res H p, and denote 

this representation of H by P H -4 GL (VV) . 

For any s E G consider P(s) (VV), the image of VV under 

P(s). Since s is in some left coset of G, we can write 

s = tih for some t i from the system of representatives and 

some h E H. Then P(s) (VV) = p(tih) (VV) = p(ti)op(h) (VV), since 

p is a representation of G. But p(h) (VV) = VV because VV is 

stable under p(h) for h E H. So pes) (VV) = p(t i ) (VV). In 

other words, the image depends only on the left coset from 

which s comes. Let pes) (VV) = VV i for i = 1, .. ,n where 

s E tiH and VV i is a subspace of V. Then we say that (P, V) 
n 

is induced by (~, VV) iff V 
i 

EB 
= 1 

VV" 
~ 

We denote the 

G G
induced representation by Ind H p or Ind H VV. 
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7.4 The Frobenius Reciprocity Formula 

The Frobenius formula will be developed in the general 

setting of class functions. The result of most interest to 

us will then be an immediate corollary in terms of the 

special case of characters. 

Let H be a subgroup of G and let f be a class function 

on H. Since the irreducible characters of H form a basis for 

the vector space CFH of class functions on H, f can be 

thought of as a linear combination of characters. Now define 

f on G by:o
 

={f(X) if x E H
 
f (x)o o if x E G - H 

and f' on G by:
 

1
 
f' (x) = IHI L fo(txt- l ). 

t E G 

The only (possibly) non-zero terms in the sum are those 

where txt- l E H, and such terms are equal to f(txt- l ). 

Hence, f' is a class function on G. We say that f' is the 
G 

class function on G induced by f and write f' E Ind H f. 

If we now recall the inner product defined on class 

functions in Section 5.2, we can state: 

l.....3.. Theorem: (Frobenius) Let H be a subgroup of G, let 

f be a class function on H, and let g be a class function on 
G 

G. Then (f, glH) = (Ind H f, g), where glH is the restriction 

of g to H. 
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Proof: As	 in the comments above, let 

={f(X) if x e H 
f (x)o o if x e G - H 

G 1 G 
Then: (Ind H f, g)	 LInd H f(t) g(t)

IGI 
t E G 

1 ~ 1 ~ -1 
jGI ~ (1Hi ~ fo(xtx ) g(t) 

t E G x E G 

1 1	 I- f (xtx- 1 ) g (xtx- 1 ) , from the definition of
IGI IHI L o 

t E G x E G
 
G ,


Ind H f and the fact that g 1S a class function. The double 

summation will simply be the sum of all possible products of 

the form f (xtx-1) g (xtx-1 ) for all x, t e G. So we mayo 

change the order of summation and write: 
G _1 1_ 

(Ind H f, g) = IGI IHI L L f o (xtx-1 ) g(xtx-1 ) 

x E GtE G 

Now, for fixed x e G, as t ranges over all elements of 

1G, so does	 the product xtx- . So with the substitution y = 

xtx- 1 (and	 slight abuse of notation) : 

GIl
( Ind H f, g) = IGI IHT I- L fo(y) g(y) 

x E G Y E G 

But since f is a class function on H, the non-zero terms 

are repeated IGI times; and the only possible non-zero terms 

occur when y e H. So: 

(Ind H
G 

f, g) IHI1 I- f o (y) g (y) IHI
1 I- f (y) gIH(y) 

Y E G Y E H 

(f, gIH)' 0 
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The application to representations may be stated as: 

~ Corollary: Let X be the character of an irreducible 

representation VV of H (a subgroup of G), and let ~ be the 

character of an irreducible representation of V of G. Then: 

(X, \}II H ) = 
G 

(Ind H X, \}I), where \}II H is the 

character of the representation V restricted to H. 

In light of section 5.3, we conclude with a particularly 

nice intuitive interpretation of this corollary: The number 

of times that VV occurs in the restriction of V to H is equal 

to the number of times that V is contained in Ind ~ VV. 
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Chapter 8
 

Summary
 

The purpose of this paper was to survey elementary 

concepts of linear representations of finite groups. 

Chapter 1 presented fundamental definitions of representation 

of a group G by automorphisms of a vector space, nxn matri 

ces, and by G-modules. Some concrete examples were dis

played, and a notion of equivalence of representations was 

defined. 

For a field F and group G, the group algebra FG was de

veloped in Chapter 2. The important result here was the reg

ular representation of G. Examples were given. 

According to Chapter 3, if V is a representation of G, 

it may have nontrivial subspaces which are also representa

tions of G. Such was the definition of subrepresentations. 

This led to the quotient representation and to the possibil 

ity of writing V as a direct sum of subrepresentations. An 

important result here was that the regular representation FG 

has a subrepresentation of degree 1 known as the unit repre

sentation. 

Chapter 4 stated that every representation is a direct 

sum of irreducibles (Maschke). Another major theorem here 

was Clifford's Theorem: Given an irreducible representation 

V of G and an irreducible H-submodule for H ~ G, we can know 
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all of the irreducible H-submodules of VH . Schur's Lemma and 

corollaries paved the way for results about characters. 

The character of a representation was defined as the 

trace of the linear transformation or matrix associated with 

each element of a group. Chapter 5 developed the properties 

of group characters through the use of an inner product which 

determined whether two irreducible representations were 

equivalent. 

Characters were further examined in Chapter 6. A note

worthy result here was that the number of nonequivalent irre

ducible representations of G is equal to the number of conju

gacy classes of G. All of the irreducible characters of S3 

and D4 were displayed in character tables. 

If H is a subgroup of G, Chapter 7 showed how a repre

sentation of H induced a representation of G. The concept of 

inducted characters was presented, culminating in the 

Frobenius reciprocity formula. 
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